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abstract

The physics of relativistic jets: 
(0) introduction, 
(1) launching and powering, 
(2) acceleration and collimation, 
(3) stability, 
(4) energy dissipation, 
(5) particle acceleration, 
(6) radiative processes, 
(7) plasma composition, 
(8) origin of matter.
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M87



relativistic jets in active galaxies
• tightly collimated outflows at apparently 

superluminal speeds


• true speeds subluminal but highly 
relativistic:  


• huge luminosity boost 
  at small viewing 
angles   — blazars


• broad-band non-thermal electromagnetic 
spectra - efficient energy dissipation and 
particle acceleration

Γ = 1/ 1 − v2/c2 ∼ 20

Lobs ∼ Γ4L′ em ∼ 105L′ em
θobs ≲ 1/Γ

Krzysztof Nalewajko (CAMK PAN, Poland, knalew@camk.edu.pl), Kathmandu, 17 May 2022
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(1) launching and powering
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rotating force-free magnetosphere
• Force-free electrodynamics: 

 ; 
 ; 
 ; 
 .


• Rotating magnetosphere with poloidal magnetic 
fields drives outflowing Poynting flux 
 .


• This mechanism is qualitatively independent of the 
central object, on which the poloidal fields exert a 
torque.


• In the case of spinning (Kerr) black holes, poloidal 
field lines pass through the ergosphere, extracting 
the rotational energy of the black hole.


• The Blandford-Znajek formula for jet power: 
 , where   is the BH spin and 
  is the BH magnetic flux.

w = ρc2 + u + P → 0
σ = B2/4πw → ∞

⃗j = ⃗j( ⃗E , ⃗B )
ρe

⃗E + ( ⃗j × ⃗B )/c = 0

⃗S = (c/4π)( ⃗E × ⃗B )

PBZ ∝ (a /M)2 Φ2
BH a

ΦBH
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where ô>o is related to z by equation (3.16). The corresponding stream function, P, 
in the notation of Okamoto (1974) is readily shown to be 

p = C p dtoQ 
2] (l+ a2(a>o') cDi 0>o'2)1/2' ^3'33^ 

To complete the electromagnetic specification we give the surface charges and 
currents in the disc 

a ��C 
— — zEz — 
^0 

€0 
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Note that the current conservation equation, 

(3-34) 

(3-35) 

(3-36) 

I d 
a>0 dôjo 

(ojoJ-)= -2jZ) (3-37) 

is automatically satisfied and that the current law has been modified slightly from 
cc co-1. The fields, charges and currents are displayed in Fig. 1. 

Fig. i. Schematic representation of the magnetosphere above and below a magnetized 
accretion disc, D, surrounding a compact object, C. For the Newtonian solution (with 
a.B>o) described by equations (3.29)-(3.36), the poloidal field, Bp, lies on paraboloidal 
surfaces with the toroidal component, B^, becoming increasingly important as the light 
surface, L, is reached. The light surface drawn is appropriate for a Keplerian disc, 
a2 = RsC^Kzûçp) where Rs is the Schwarzschild radius of the compact object. The current, 
j, and charge density, p, are related by j ~ 21/2 pc close to the disc. 

We have therefore found an electromagnetic solution of the force-free field 
equations that appears to be compatible with physical boundary conditions imposed 
on an infinite, rotating current disc and, as we show below, has an acceptable 
behaviour well beyond the light surface. (The field structure is not of course force- 
free within the disc, which is a massive source of angular momentum in an exactly 
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jet power can exceed accretion power
• GRMHD 

simulations 
show that 
relativistic 
jets are 
entirely 
magnetically 
connected 
to the BH 
horizon 
(Tchekhoskoy 
et al. 2011).

Jets from magnetically arrested BH accretion L81

In any case, we track the amount of mass and internal energy added
in each cell during the course of the simulation and we eliminate
this contribution when calculating mass and energy fluxes.

Model A0.99f (Table 1) uses a resolution of 288 × 128 × 64
along r-, θ -, and ϕ-, respectively, and a full azimuthal wedge, #ϕ =
2π . This set-up results in a cell aspect ratio in the equatorial region,
δr : rδθ : rδϕ ≈ 2 : 1 : 7. To check convergence with numerical
resolution, at t = 14 674rg/c, well after the model reached steady
state, we dynamically increased the number of cells in the azimuthal
direction by a factor of 2. We refer to this higher resolution simu-
lation as model A0.99fh and to A0.99f and A0.99fh combined as
model A0.99fc. We also ran model A0.99 with a smaller azimuthal
wedge, #ϕ = π . We find that the time-averaged jet efficiencies of
the four A0.99xx models agree to within statistical measurement
uncertainty (Table 1), indicating that our results are converged with
respect to azimuthal resolution and wedge size.

Our fiducial model A0.99fc starts with a rapidly spinning BH
(a = 0.99) at the centre of an equilibrium hydrodynamic torus
(Chakrabarti 1985; De Villiers & Hawley 2003). The inner edge
of the torus is at rin = 15rg and the pressure maximum is at
rmax = 34rg (see Fig. 1a). At r = rmax the initial torus has an aspect
ratio h/r ≈ 0.2 and fluid frame density ρ = 1 (in arbitrary units).
The torus is seeded with a weak large-scale poloidal magnetic field

(plasma β ≡ pgas/pmag ≥ 100). This configuration is unstable to the
magnetorotational instability (MRI, Balbus & Hawley 1991) which
drives MHD turbulence and causes gas to accrete. The torus serves
as a reservoir of mass and magnetic field for the accretion flow.

Equation (1) shows that the BZ power is directly proportional to
the square of the magnetic flux at the BH horizon, which is deter-
mined by the large-scale poloidal magnetic flux supplied to the BH
by the accretion flow. The latter depends on the initial field con-
figuration in the torus. Usually, the initial field is chosen to follow
isodensity contours of the torus, e.g. the magnetic flux function is
taken as (1(r, θ ) = C1ρ

2(r, θ ), where the constant factor C1 is
tuned to achieve the desired minimum value of β in the torus, e.g.
min β = 100. The resulting poloidal magnetic field loop is centred at
r = rmax and contains a relatively small amount of magnetic flux. If
we wish to have an efficient jet, we need a torus with more magnetic
flux, so that some of the flux remains outside the BH and leads to a
MAD state of accretion (Igumenshchev et al. 2003; Narayan et al.
2003). We achieve this in several steps. We consider a magnetic flux
function, ((r, θ ) = r5ρ2(r, θ ), and normalize the magnitude of the
magnetic field at each point independently such that we have β =
constant everywhere in the torus. Using this field, we take the initial
magnetic flux function as (2(r, θ ) = C2

∫ θ ′=θ

θ ′=0

∫ ϕ′=2π

ϕ′=0 BrdAθ ′ϕ′ and
tune C2 such that min β = 100. This gives a poloidal field loop

Figure 1. Shows results from the fiducial GRMHD simulation A0.99fc for a BH with spin parameter a = 0.99; see Supporting Information for the movie. The
accreting gas in this simulation settles down to a magnetically arrested state of accretion. (Panels a–d): the top and bottom rows show, respectively, equatorial
(z = 0) and meridional (y = 0) snapshots of the flow, at the indicated times. Colour represents the logarithm of the fluid-frame rest-mass density, log10ρc2

(red shows high and blue low values; see colour bar), filled black circle shows BH horizon, and black lines show field lines in the image plane. (Panel e): time
evolution of the rest-mass accretion rate, Ṁc2. The fluctuations are due to turbulent accretion and are normal. The long-term trends, which we show with a
Gaussian smoothed (with width τ = 1500rg/c) accretion rate, 〈Ṁ〉τ c2, are small (black dashed line). (Panel f): time evolution of the large-scale magnetic flux,
φBH, threading the BH horizon, normalized by 〈Ṁ〉τ . The magnetic flux continues to grow until t ≈ 6000rg/c. Beyond this time, the flux saturates and the
accretion is magnetically arrested. (Panels (c) and (d) are during this period). The large amplitude fluctuations are caused by quasi-periodic accumulation and
escape of field line bundles in the vicinity of the BH. (Panel g): time evolution of the energy outflow efficiency η (defined in equation (5) and here normalized
to 〈Ṁ〉τ c2). Note the large fluctuations in η, which are well correlated with corresponding fluctuations in φBH. Dashed lines in panels (f) and (g) indicate time
averaged values, 〈φ2

BH〉1/2 and 〈η〉, respectively. The average η is clearly greater than 100 per cent, indicating that there is a net energy flow out of the BH.

C© 2011 The Authors, MNRAS 418, L79–L83
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  for geometrically thick accretion flows 
  for thin accretion disks (Liska et al. 2019)
η ∼ 1.3
η ∼ 0.5



recent studies of the Blandford-Znajek mechanism

• GRPIC simulations (with plasma 
represented by individual particles) 
show how the vacuum (Wald) solution 
connects to the BH horizon once 
plasma is seeded volumetrically 
(Parfrey et al. 2019).


• The BZ mechanism has been recently 
questioned on the ground that BHs 
should collect charge, leveling 
electrostatic potentials 
(King & Pringle 2021).


• However, it has been argued that even 
charged BHs produce electrostatic 
potentials, hence the BZ mechanism 
is viable (Komissarov 2021).

2

Gauss’s law is enforced by the frequent use of a Poisson
solver to correct the D field.

We evolve the particles with a time-symmetric Strang
splitting of Eqns. (3) and (4). First the momentum is
pushed forward by half a time step with the Lorentz force
term alone, using the Boris algorithm in the FIDO’s lo-
cal frame by means of a tetrad basis. Then the position
equation, and the gravitational and coordinate terms in
the momentum equation, are evolved together for a full
time step, using an iterative symplectic integrator. Fi-
nally the Lorentz force again acts on the momentum for
another half time step. This scheme conserves energy in
the absence of electric fields, and is relatively computa-
tionally cheap. The numerical methods developed for the
field and particle evolution will be described in detail in
a future paper.

Our initial field configuration is Wald’s stationary vac-
uum solution for a rotating black hole immersed in
an asymptotically uniform magnetic field, aligned with
the hole’s angular-momentum vector, which includes the
electric field generated by spacetime rotation [30]. There
are no particles in the initial state. We use the Kerr met-
ric with spin parameter a = 0.999 and the Kerr-Schild
spacetime foliation in spherical coordinates (r, ✓, �). Here
we focus on two high-resolution simulations; we also per-
formed several runs at lower resolution to infer the de-
pendence on various parameters.

We set the field strength at infinity to B0 = 103 m/|e|,
so moderately relativistic particles initially have Larmor
radii rL,0 ⇠ 10�3 and gyro frequencies ⌦B0 = 103. This
provides a reference scale for many quantities, such as the
Goldreich-Julian number density n0 = ⌦HB0/4⇡e, where
⌦H = a/(r2

H
+ a2) is the angular velocity of the horizon

at r = rH, and the magnetization �0 = B2

0
/4⇡n0m =

⌦B0/⌦H ⇡ 2000. These scales imply the astrophysically
relevant ordering rL,0 ⌧ �0 ⌧ rg, where �0 =

p
�0 rL,0 is

the skin depth.
The axisymmetric computational domain covers

0.985 rH  r  8 and 0  ✓  ⇡. The grid consists of
Nr ⇥ N✓ = 1280 ⇥ 1280 cells, equally spaced in log r and
cos ✓, which concentrates resolution toward the horizon
and the equator. The simulations have duration �t = 50.
Waves and particles are absorbed in a layer at the outer
boundary [31]. The inner boundary lies inside the horizon
and all equations are solved there without modification.

Plasma is introduced throughout the simulation in the
volume rH < r < 6. We defer a realistic treatment of
pair-creation physics to future work, and instead use a
simple prescription which allows us to specify how pre-
cisely the force-free D · B = 0 condition is satisfied [32].
In each cell, at each time step, an electron-positron pair is
injected, with each particle conferring an e↵ective FIDO-
measured density of

�ninject =
R

4⇡e

|D · B|
B

, (5)
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FIG. 1. Toroidal magnetic field, field-aligned current, and
4-current norm for the high-plasma-supply scenario in the
steady state. The ergosphere boundary is shown in green,
and magnetic flux surfaces are in black; dashed lines indicate
the same flux surfaces in the initial Wald state.

provided that |D·B|/B2 is greater than a threshold ✏D·B ,
and that the non-relativistic magnetization � > �0/20.
We set R = 0.5 and create two scenarios, motivated
by the range of pair-creation environments around as-
trophysical black holes: a “high plasma supply” scenario
with a small pair-creation threshold, ✏D·B = 10�3, and
one with “low plasma supply” where ✏D·B = 10�2. These
di↵erent pair-injection thresholds lead to two distinct
states of the system. The particles are injected with ve-

Krzysztof Nalewajko (CAMK PAN, Poland, knalew@camk.edu.pl), Kathmandu, 17 May 2022

Parfrey et al. (2019)

dashed lines: Wald solution (vacuum)

solid lines: numerical solution of plasma

color: toroidal magnetic field strength



(2) acceleration and collimation
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acceleration with weak collimation
• Relativistic MHD: 

finite  .


• Stationary 
relativistically 
magnetized ( ) 
outflows accelerate to 
relativistic Lorentz 
factors ( ).


• Energy and mass 
conservations 
(Bernoulli/Michel): 
 .


• Momentum 
conservation: 
  
- the hard part.

σ = B2/4πw

σ ≫ 1

Γ ≫ 1

Γ(1 + σ) = const

∂iTij = 0

No. 2, 2009 EFFICIENCY OF MAGNETIC TO KINETIC ENERGY CONVERSION 1793

Figure 1. Results for models M90 (upper panels) and M10 (lower panels). Radial dark lines show, for the steady-state solution, the poloidal structure of field lines
from log10 r = 0 (the surface of the star) to log10 r = 10. The white radial lines on the outside show the initial nonrotating monopolar configuration of field lines. The
three thick solid lines correspond to the Alfvén surface (innermost), the fast surface (middle), and the causality surface (outermost, see Section 5.2). The fast surface
and the causality surface touch each other at the midplane (θ = π/2). Top left: color-coded Lorentz factor γ in model M90. Top right: color-coded energy flux per
unit mass flux µ in M90. Bottom left: γ in M10. Bottom right: µ in M10. In the figure we use “logarithmic” spherical polar coordinates (rl = 1 + log10 r , θl = θ ).
The numbers along the horizontal (vertical) axis correspond to the values of log10 r along that axis, i.e., rl cos θl − 1 (rl sin θl − 1). Even though in these “logarithmic”
polar coordinates the flow appears to overcollimate toward the axis (e.g., the two leftmost field lines on the upper panels), in fact dR/dz remains positive everywhere
in the solution. We note that the shape of the shown portion of the Alfvén surface is very close to a cylinder R = 1/Ω = 4/3.

reaches ultrarelativistic Lorentz factors of γ ∼ 40; however,
this value is much less than expected if all the available free
magnetic energy were to be used.

An axisymmetric magnetized wind has several conserved
quantities along field lines. Two of these are the enclosed
magnetic flux Φ and the angular velocity Ω. Another is the
ratio of poloidal magnetic flux to rest-mass flux (Chandrasekhar
1956; Mestel 1961; Li et al. 1992; Beskin 1997):

η(Φ) = γρvp

Bp

= const. along field line. (4)

Yet another conserved quantity is the quantity µ, which is the
ratio of the total energy flux to the rest-mass flux (Chandrasekhar
1956; Mestel 1961; Lovelace et al. 1986; Begelman & Li 1994;

Beskin 1997; Chiueh et al. 1998):

µ(Φ) = S + K
R

=
E

∣∣Bϕ

∣∣ + γ 2ρvp

γρvp

= const. along field line.

(5)
Here,S is the Poynting flux,K is the mass energy flux (rest-mass
R plus kinetic energy), Bϕ is the toroidal field,

E = ΩRBp (6)

is the poloidal electric field, and ρ is the mass density in the
comoving frame of the fluid. The denominator of Equation (5) is
the rest-mass flux. Since we consider highly magnetized winds,
we have S # K at the surface of the star. Moreover, at r = 1 in
the monopolar flow (Michel 1969, 1973),

∣∣Bϕ

∣∣ ≈ E ≈ Ω sin θfp, (7)
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Tchekhovskoy et al. 
(2009)

 = Γ(1 + σ)

wide 
opening angle: 

  
(GRBs)

θ ≫ 1/Γ



acceleration with strong collimation

• Simulations within 
rigid wall boundaries 
imitate external 
pressure profiles.


•narrow opening 
angle:   
(AGN).

θ < 1/Γ

Magnetic acceleration of AGN jets 57

Figure 1. Model C1. Left-hand panels show log10 !ρ (colour), where !ρ is the jet density as measured in the laboratory frame, and magnetic field lines.
Right-hand panels show the Lorentz factor (colour) and the current lines. The thick solid line in the top-left-hand panel denotes the surface where the flow
becomes superfast in the η direction. The top panels show the solution for the first grid sector, whereas the bottom panels show the combined solution for the
second and third grid sectors.

effective collimation in the inner region of the jet than at the jet
boundary (see discussion following equation 29 in Section 5.1).

A careful inspection of the velocity field in the lower right-hand
panel of Fig. 1 reveals an additional region of effective acceleration
near the jet axis for z ! 103. This acceleration, however, is unphys-
ical as it is caused by numerical diffusion/dissipation in the core
that results from large gradients of the flow variables that develop
there. The gradual growth of errors in this region is clearly seen in
Fig. 4, which shows the flow constants as functions of $ at vari-
ous distances from the source. Beyond z = 104 the errors become
unacceptably large and this makes further continuation of the so-
lution via grid extension meaningless. We note in this connection
that, even in the absence of exact analytic solutions, the existence of
flow constants makes the jet problem a very useful one for testing
RMHD codes and assessing their performance.

Fig. 2 shows the distribution of the Lorentz factor, the lab-frame
rest-mass density, the poloidal magnetic field and the poloidal elec-
tric current for model C2. One can see that a core still develops
but that a boundary sheath is no longer present. This is because the
uniform rotation of the magnetic field lines in this model ensures an

effective generation of azimuthal magnetic field all the way up to the
jet boundary. Fig. 5 shows the development of an axial line current
in this solution, a result of the gradual decrease of the core radius
relative to the jet radius (similar to what is seen in model C1). Note,
however, that the light cylinder is unresolved at the distance where
the line current is observed. Thus, what looks like a line current
could be a smoothly distributed current inside the light cylinder.

Inside the jet the electric current flows inward everywhere, and
current closure is achieved via a surface current. The radial com-
ponent of the current peaks near the boundary, resulting in a higher
(1/c) jp × Bφ force and a more effective plasma acceleration in this
region.

As in the C1 solution, the numerical errors in model C2 grow most
rapidly near the jet axis (see Fig. 4), although they are somewhat
smaller in this case. Moreover, the most interesting region of the
flow, where the acceleration is most effective, is now far from the
axis and does not suffer from these errors as much as in model C1.
This feature is characteristic not only of models C but of all the
other models as well. For this reason we have decided to focus our
attention on the models with uniform rotation, A2–D2, and in the

C© 2007 The Authors. Journal compilation C© 2007 RAS, MNRAS 380, 51–70

log(Γρ′ ) Γ

field lines current lines

Komissarov et al. (2007)
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resolving the collimation zone

• VLBI observations show parabolic inner jets 
transitioning to conical.


• In some cases (e.g., M87) the transition is 
roughly at the Bondi radius.

LETTERS NATURE ASTRONOMY

similarly edge-brightened morphology of the Messier 87 (M87) jet 
on comparable gravitational scales. These images are convolved 
with Gaussian beams set by their respective nominal instrumen-
tal resolutions, as per standard practice in radio-interferometric 
imaging, to suppress possibly spurious fine-scale structures in the 
image model. The brightness temperatures T  (K) shown are related 
to flux densities S in jansky (Jy) through the observing wavelength 
λ, Boltzmann constant kB and angular resolution element Ω as 
T = ȉ

�

(�L
#

Ω)
−�

4. The λ 1.3 mm Cen A jet has a narrow, collimated 
profile and exhibits one-sidedness, pronounced edge-brightening 
and a northwest–southeast brightness asymmetry. The approaching 
jet extends towards the northeast and the faint counterjet is directed 
southwestwards. The total compact flux density in our image is 
~2 Jy. The identification of the jet apex and black hole position (‘The 
position of the jet apex’ in Methods) is shown in the unconvolved 
image model of Fig. 2. We can use interferometer data with a high 
signal-to-noise ratio to super-resolve image features beyond the 
nominal resolution of the instrument. We therefore base our analy-
sis on the robust features of the unconvolved image model. We have 
verified the robustness of the counterjet feature with synthetic data 
studies (Supplementary Fig. 1). The estimated jet position angle on 
the sky of 48° ± 5° agrees with centimetre-wave VLBI observations3. 
The centimetre-band data also constrain the inclination angle of the 
jet axis with respect to our line of sight to θ ≈ 12°–45°, assuming that 
the jet does not bend along the line of sight.

The Cen A λ 1.3 mm jet exhibits three types of brightness asym-
metry (R): between the jet and counterjet, the sheath and spine, 
and the northwest versus southeast ridgelines (‘Brightness asym-
metries’ in Methods). We take the two bright radiating streams 
of the approaching jet and counterjet as jet ‘arms’ and denote 
the maximum intensity region along each arm as ‘ridgeline’. The 
jet-to-counterjet intensity ratio R

K�DK

 can naturally be explained for a 
relativistic outflow with an inclination angle θ ≠ 90°, where jet emis-
sion will be Doppler boosted and counterjet emission de-boosted. 
We find R

K�DK

! �, which is in agreement with centimetre-wave 
VLBI observations3 and suggests that the initial acceleration of the 
jet occurs within the inner collimation region imaged in this study.

There is no jet spine emission in our image. With synthetic 
data studies, we found that spine emission exceeding ~20% of the 

sheath radiation intensity would be detectable, that is, R
TI�TQ

� � 
(‘Synthetic data imaging tests’ in Methods). The intensities of the 
brightest, central southeast and northwest jet components in the 
unconvolved image are (32 ± 8) × 109 K and (20 ± 4) × 109 K, respec-
tively. The brightness ratio between these components follows as 
R

T�O

= ���± ���.
The collimation profile of the jet width W follows a nar-

row expansion profile with distance to the apex z as W ∝ zk with 
k = 0.33 ± 0.05|stat ± 0.06|sys (Fig. 3). Resolution and potentially opti-
cal depth effects prevent us from pinning down the jet opening angle 
ψjet at small z, where the jet converges towards the apex. We denote 
the boundary between the inner convergence region and the outer 
jet with a clearly defined collimation and easily traceable jet ridge-
lines as zcol. For the brighter and straighter southeast arm, we have 
W(zcol ≈ 32 μas) ≈ 25 μas, that is, the brightest jet component marks 
the boundary between the convergence and strongly collimated 
regions here (Fig. 2). If we assume the two jet ridgelines to meet at 
the apex, we find ψjet ≳ 40° as a conservative estimate. Factoring in 
the range of possible θ values yields ψint ≳ 10°–30° for the intrinsic, 
deprojected opening angle (‘Collimation profile’ in Methods).

The M8711 (NGC 4486, 3C 274, Virgo A), Markarian 50112 and 
restarted 3C84 jets13 also show strong edge-brightening and large 
initial opening angles on comparable scales seen at similar inclina-
tion angles of ~18°. The expansion profile of Cen A lies in between 
the parabolic profile of M87 (k = 0.5) and the almost cylindrical 
profile of 3C84 (k = 0.2), which implies a strong confinement of the 
3C84 jet by a shallow pressure gradient from the ambient medium. 
For the inner Cen A jet, this suggests strong magnetic collima-
tion or the presence of external pressure and density gradients of 
Pext ∝ z−4k = z−1.3 and ρext ∝ z1−4k = z−0.3 (‘Confinement by the ambi-
ent medium’ in Methods). Radiatively inefficient accretion flows 
alone, which are expected to operate in the M87, 3C84 and Cen 
A sub-Eddington low-luminosity active galactic nuclei (LLAGN) 
sources, have comparatively steeper pressure and density gradi-
ents14. This may indicate the presence of winds, which are likely to 
be launched by this type of accretion flow. The noticeable similar-
ity and prominence of edge-brightened jet emission in M87, 3C84 
and Cen A suggests the dominance of jet sheath emission to be an 
emerging feature in LLAGN. In GRMHD simulations, the sheath 

b ca
Cen A: TANAMI (3.7 cm)

35 mas

Cen A: EHT (1.3 mm) M87: VLBA (7 mm)

550 rg

70 µas
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7.5 8.0 8.5 9.0 9.5 10.0
log10[brightness temperature (K)] log10[brightness temperature (K)]

7.5 8.0 8.5 9.0 9.57.01.5 2.0 2.5 3.0 3.51.0
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Fig. 1 | The jet structure of Cen A compared with M87. a, The large-scale jet of Cen A from an 8!GHz (λ!3.7!cm) TANAMI47 observation in November 20113 
on a logarithmic colour scale. b, Our final EHT image from April 2017, blurred to the nominal resolution for a uniform weighting of the visibilities. The 
reconstruction is based on the rPICARD data and is shown on a square-root scale, where values below a brightness temperature of 3!×!108!K are clipped, 
due to a lower dynamic range compared with the longer-wavelength observations. An unclipped and unconvolved version of this image is shown in Fig. 2. 
The dashed lines between a and b indicate the zoom-in of the EHT image with respect to the cm VLBI jet. c, The M87 jet at 43!GHz (λ!7!mm) from a Very 
Long Baseline Array (VLBA) observation in June 20139,26 on a logarithmic scale. North is up and east is to the left. The physical, linear scales of the full field 
of views shown in the three images are 2!pc for TANAMI (a), 0.007!pc for the EHT (b) and 0.6!pc for the VLBA (c). The beams are shown in the bottom 
right corner of each image.
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Figure 2. Distribution of the radius of the jet as a function of the deprojected distance from the core in units of rs. We used images obtained by previous VLBA
measurements at 43 GHz (red circles) and at 15 GHz (orange circles), EVN measurements at 1.6 GHz (green circles), and MERLIN measurements at 1.6 GHz (blue
circles). The jet is described by two different shapes. The solid line indicates a parabolic structure with a power-law index a of 1.7, while the dashed line indicates
a conical structure with a of 1.0. HST-1 is located around 5 × 105 rs. The black area shows the size of the minor axis of the event horizon of the spinning black
hole with maximum spin. The gray area indicates the size of the major axis of the event horizon of the spinning black hole with maximum spin, and corresponds to
the size of the event horizon of the Schwarzschild black hole. The dotted line indicates the size of the inner stable circular orbit (ISCO) of the accretion disk for the
Schwarzschild black hole.

2006). Indeed, this is the first observational evidence detecting a
transition from parabolic to conical streamlines in extragalactic
jet systems.

4. DISCUSSION AND SUMMARY

4.1. Unconfined Structure: Downstream of HST-1

We consider a conical streamline (z ∝ ra, a = 1) for
supersonic jets. In an adiabatic jet, the internal pressure pjet
decreases with the axial distance z as z−2Γ (Γ: the ratio of
specific heats). So, we speculate that the constant expansion of
the jet radius and a conical structure downstream of HST-1 to
knot A in the M87 jet require the same axial gradient for the
external interstellar medium (ISM) pressure, pism, as pjet (Owen
et al. 1989). If pism decreases slower than pjet, then pism > pjet
at some distance so that a recollimation shock will be triggered
(Sanders 1983). The self-similar solution of a conical streamline
for the magnetized case (with a purely toroidal field component)
requires pism ∝ z−b, b = 4 (Zakamska et al. 2008). For a
general (non-self-similar) case, b > 2 is allowed in analytical
and numerical models (Tchekhovskoy et al. 2008; Lyubarsky
2009; Komissarov et al. 2009). X-ray observations reveal the
ISM properties such as the Bondi radius rB ∼ 250 pc and
the King core radius rc % 1.4 kpc (see, e.g., Young et al.
2002; Di Matteo et al. 2003; Allen et al. 2006). Thus, the
region of conical streamlines in the M87 jet lies between rB and
the marginal radius for the power-law decay beyond rc in the
King profile, indicating that the ISM distribution is essentially
uniform. We thus rule out that the structure downstream of
HST-1 is hydrostatically confined by pism in order to conform to
a conical streamline.

In order to possess a conical streamline without any overcol-
limation between knots HST-1 and A, the condition pjet ! pism

should be maintained. Knots HST-1 to A do appear to be
overpressured with respect to the external pressure (Owen et al.
1989). However, the pjet of the inter-knot regions, as estimated
by the minimum energy argument for the VLA data (Sparks
et al. 1996), appears underpressured with respect to pism, as es-
timated by the recent X-ray observations (Young et al. 2002;
Rafferty et al. 2006). One possibility is an underestimation of
the magnetic field strength when the toroidal (azimuthal) com-
ponents are not considered (cf. Owen et al. 1989). It has been
further suggested that the magnetic field energy is at least in
equipartition (or even larger with a factor of 1–2) with the en-
ergy of the radiating ultrarelativistic electrons (Stawarz et al.
2005).

We note that overpressured knots do appear to have trails
of stationary recollimation shocks in purely hydrodynamic jets.
Falle & Wilson (1985) performed hydrodynamic simulations to
apply stationary recollimation shocks to the observed knots at
VLA scales under the assumption of the shallow ISM gradient
(pism ∝ z−1). Stationary features, however, are in conflict with
the observed large proper motions (Biretta et al. 1995, 1999),
while the ISM also does not appear to have such a gradient.
Therefore, we suggest that the highly magnetized nature of the
jet may be responsible for the conical part of the M87 jet.

4.2. Confined Structure: Upstream of HST-1

We next consider a parabolic streamline (1 < a " 2) for
supersonic jets. It is shown that the magnetized jet can be
parabolic in analytical and numerical models where the ISM
pressure is decreasing as pism ∝ z−b, b = 2 (Tchekhovskoy
et al. 2008; Komissarov et al. 2009). A self-similar solution also
exists for non-magnetized cases with a pure parabolic streamline
(a = 2) under the same pism dependence with b = 2 (Zakamska
et al. 2008). Their solution indicates pjet # pism with pressure
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jet of M87: radio

• doubly helical jet structure at 
sub-kpc scale in radio 
intensity, polarization and 
Faraday rotation

magnetic field should show opposite directions. Since the
Faraday depth depends on the component of the magnetic field
parallel to the line of sight (see Equation (2)), a toroidal
magnetic field could be identified as a gradient of the Faraday
depth across the width of the jet. From these considerations, it
is clear that in order to discern the 3D configuration of the
magnetic field, it is essential to resolve polarization across the
jet width. However, one common problem is that the
polarization study should be performed at lower angular
resolution than the Stokes I image because, in order to
compare polarization images at several wavelengths, we need
to convolve all of them to the lower-resolution image, which is
defined by the longer-wavelength image. In our case, although
the Stokes I image has a resolution of 0 09, the polarization
study is limited to a resolution four times lower, ∼0 4, which
allows one to resolve the jet width with three beams. However,
in this particular case, thanks to the presence of the double-
helix morphology, we can better study the polarization
properties across the jet width. As we move along the jet
direction, regions where the emission is dominated by the
edges of the jet take turns with regions where most of the
emission is coming mainly from the projected jet axis. This

allows us to better resolve polarization properties across the jet
width as we move along the jet direction.
In Figures 2(b) and (c), we show a superposition of the LIC

map of the magnetic field projected to the plane of the sky over
the fractional polarization and the Faraday depth obtained from
our depolarization modeling. First, note that where the
filaments are well separated (e.g., between knots E and F and
between knots F and I), the magnetic field is well ordered,
reaching high fractional polarization values of ;0.5. Larger
values, almost ;0.7, are detected where the magnetic field lines
open like a funnel (between knots E and F) following the two
filaments. On the contrary, where the filaments intersect each
other, the emission suffers for strong depolarization effects, and
the fractional polarization drops to lower values of less than
;0.1 (e.g., at the positions of knots F and I). Second, note that
in the region between knots E and F, where the filaments are
well separated, we detect a Faraday depth gradient from
negative (red; B-line moving away from the observer) to
positive (blue; B-line moving toward the observer), evidencing
a toroidal component of the magnetic field (see Figure 2(c)).
We also analyzed in more detail the polarized emission at two
regions well separated in the filaments between knots E and F

Figure 1. The M87 VLA radio jet combining all of the available frequencies (from 4 to 18 GHz). The top of the image, a), with an angular resolution of 0 2
(robust = 1 weighted image), is sensitive to large-scale emission. It shows the well-known morphology consisting of a core, a highly collimated conical jet ending in a
series of bright knots, and large extended lobes. The bottom image, b), has a higher angular resolution of 0 09 (uniform weighted image), and it shows the structure of
the collimated jet in great detail. Several knots, previously identified in optical images, are labeled. This image shows a clear double-helix structure in the conical jet.
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(named the northern and southern filament, respectively). This
is shown in Figure 3, where we show the values of the
fractional polarization and the polarization angle as a function
of λ2 and two depolarization models. Dashed lines show the
result of the modeling considering a single internal Faraday
screen. This is the model used to generate the images of
fractional polarization, Faraday depth, and magnetic field (from
the polarization angle map). As can be seen, although this
model is able to represent the global variation of the
polarization parameters in the observed range of wavelengths,
their detailed spectral behavior is actually much more complex.
In particular, we note strong depolarization effects and complex
changes in the polarization angle across the spectrum (see
Figure 3). These effects strongly support the presence of
internal Faraday depolarization in the jet, and proper modeling
of the polarized spectrum requires a scenario more complex
than a simple internal Faraday screen. In Figure 3, we show

that a slightly more complex scenario consisting of two internal
Faraday screens could better represent the observed fine
structure in the spectrum. This ad hoc scenario could be the
consequence of changes in the physical conditions along the
line of sight or within the beam size. However, we emphasize
that these models are not a fit but rather an exercise to show
that a more complex scenario involving internal Faraday
screens is necessary. Actually, a more realistic, physically
based model of the jet emission should be performed.
Finally, in Figure 4, we present an analysis of the fractional

polarization and Faraday depth (resulting from our single
internal Faraday depolarization model fit) along the two
filaments. Note that we also found gradients of the Faraday
depth where the filaments are separated at the positions of knots
E and F. However, these gradients do not show a change in
sign between the two filaments; the Faraday depth values are all
negative in knot E and positive in knot F. This is still consistent

Figure 2. Analysis of the polarization properties in the conical jet of M87 revealing a helical magnetic field configuration. The central frequency is 11 GHz. At the top,
there is the high angular resolution (0 09) Stokes I image showing the double-helix structure between knots D and I. The two lines were obtained by fitting slices
perpendicular to the jet axis to two Gaussians. The middle image shows the LIC streamline image of the component of the magnetic field parallel to the plane of the
sky over the fractional polarization map. The magnetic field lines approximately follow the double-helix structure, which suggests we are observing the poloidal
component of the magnetic field in the jet. Note the increase of the fractional polarization when emission from the edges of the jet width can be well resolved. The
bottom image shows a close-up of the region enclosing knots E and F, the region where the filaments appear more separated. Again, we show the streamline image of
the magnetic field parallel to the plane of the sky, but now, the color scale shows the values of the Faraday depth obtained from our modeling of the Stokes parameters
Q(λ2) and U(λ2). The sign of the Faraday depth traces the direction of the magnetic field along the line of sight. Thus, it can be clearly seen that in the region where we
are able to separate emission from both edges of the jet, the magnetic field has opposite directions, strongly suggesting a toroidal component. All of these
characteristics are strongly supporting the presence of a helical configuration in the M87 jet.
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instabilities of jets with 
toroidal magnetic fields
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Figure 2. Time evolution of three-dimensional density isosurfaces with a transverse slice at z = 0 for case CPs2a. The time, t, is in units of tc = L/c. Color shows
the logarithm of the density with solid magnetic field lines. Velocity vectors are shown by the arrows.
(A color version of this figure is available in the online journal.)

Table 1
Models and Parameters

Case α vj /c Rj /a Pitch

CPsa/2 1.0 0.2 0.5 Constant
CPsa 1.0 0.2 1.0 Constant
CPs2a 1.0 0.2 2.0 Constant
CPs4a 1.0 0.2 4.0 Constant
CPfa/2 1.0 0.3 0.5 Constant
CPfa 1.0 0.3 1.0 Constant
CPf2a 1.0 0.3 2.0 Constant
CPf4a 1.0 0.3 4.0 Constant
CP0 1.0 0.0 0.0 Constant
DPsa/2 2.0 0.2 0.5 Decrease
DPsa 2.0 0.2 1.0 Decrease
DPs2a 2.0 0.2 2.0 Decrease
DPs4a 2.0 0.2 4.0 Decrease
DP0 2.0 0.0 0.0 Decrease

3. RESULTS

3.1. Constant Helical Pitch: vj = 0.2c

Figure 2 shows the time evolution of a density isosurface for
constant helical pitch with vj = 0.2c and Rj = 2a (CPs2a)
where the time, t, is in units of tc ≡ L/c = 4a/c (light
travel time across the largest velocity shear surface radius,
Rj = 4a, considered in this study). Displacement of the initial
force-free helical magnetic field by growth of the CD kink
instability leads to a helically twisted magnetic filament wound
around the density isosurface. In the nonlinear phase, helically
distorted density structure shows continuous transverse growth
and propagates in the flow direction. This propagation of the
helical kink structure does not occur for a static plasma column
(Mizuno et al. 2009a).

4

Mizuno et al. (2011)

toroidal magnetic field supported by gas 
pressure is unstable 
(Kruskal & Schwarzschild 1954) 

magnetic fields in expanding jets become 
increasingly toroidal 

,  

instability can be driven by poloidal 
current or by gas pressure, depending on 
the force balance 

instability grows sufficiently rapidly to 
affect the jet dynamics and to enable 
dissipation by magnetic reconnection 
(Giannios & Spruit 2006)

Bϕ ∝ R−1 Bp ∝ R−2
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instability growth depends on jet structure

• A simple 1D model of 
magnetized relativistic jets 
suggests that   up to 
  (Zdziarski et al., 
arXiv:2204.11637).


• Current-driven kink mode 
amplitude   in the jet co-
moving frame grows rapidly 
for   (toroidal 
component of   dominates 
the poloidal component).

B′ ϕ ≲ B′ p
104Rg

E′ 

B′ ϕ > B′ p
⃗B ′ 

4 A. A. Zdziarski et al.

HaL
10 100 1000 104 105 106

0.1

10

1000

105

107

zêrg

B
@G

D

HbL
10 100 1000 104 105 106

0.01

1

100

104

zêrg

B
@G

D

HcL
10 100 1000 104 105 106

0.001

0.01

0.1

1

10

100

1000

zêrg

B
@G

D

Figure 1. Examples of the dependence of the magnetic field components on the distance for Pj = 0.1LE, ` = 1/2, a⇤ = ar = 1, , a� = 0.4, q2 = 1.7 (implying
�max⇥0 ⇡ 0.24, zm ⇡ 9.3rg), q1 = q2/(q2 � 1) and (a) M = 10M�, �max = 4, �min = 10�2, ⇥0 ⇡ 3.4�, (b) M = 108M�, �max = 10, �min = (�max⇥0)2,
⇥0 ⇡ 1.4�, and (c) M = 109M�, �max = 30, �min = 0.1, ⇥0 ⇡ 0.45�. The poloidal, comoving-frame toroidal and total magnetic field strengths are shown by
the blue dotted, red dashed and black solid curve, respectively, and the BH frame toroidal field is shown by the magenta dot-dashed curve. All components of
B scale / (Pj/M)1/2

M
�1/2. The jet becomes conical above zt = �

q1
maxrH, where we see kinks in the dependencies for the toroidal field, which are artefacts of

the assumed �(z) profile. The solid cyan curves show the growing amplitudes of linear comoving-frame kink perturbation calculated from equation (24).

Lacc ⌘ ✏accr Ṁc
2. We can also express Laccr in terms of the Edding-

ton luminosity, LE = 4⇡GMmpc/�T, which is given here for pure
hydrogen, and where mp is the proton mass and �T is the Thomson
cross section. We can also define the jet production e�ciency, ✏j,
by Pj ⌘ ✏j Ṁaccrc

2.
Fig. 1 shows some examples of the dependencies of the mag-

netic field strengths on the distance along the jet assuming the va-
lidity of equations (1–3). We assume a⇤ = ar = 1, a� = 0.4,
q2 = 1.7, q1 = q2/(q2�1). We see that B

0
p dominates over (or is sim-

ilar to) B
0
� up to relatively large distances. As noted after equation

(11), this follows from the fast decrease of B
0
� / (�/�)1/2

r
�1 in the

ACZ. We have then B
0
�
/⇠ z
�(1/q1+1/q2), B�

/⇠ z
�1/q2 , B

0
p / z

�2/q2 in the
ACZ, and B

0
� / B� / z

�1, B
0
p / z

�2 in the conical part. All compo-
nents of B are / (Pj/M)1/2

M
�1/2. The kink in the dependencies for

B� and B
0
� is artefact of the assumption that the jet stops its acceler-

ation sharply at zt, which results in the derivative of �(z) being not
continuous. Similar plots are shown in Vlahakis & Königl (2003)
and Komissarov et al. (2009) for parameters relevant to gamma-ray
bursts. As we noted above, they found B

0
p = B

0
� to take place in

the ACZ, which di↵erence is related to our specific assumptions of
equations (1–4) as well as their assumed �min ⇡ 1. We also note
that equation (4) gives the opening angle of ⇥0 = ara�/(q2�max),
which can be large for a low �max. This is also in contrast to the
observations of accreting BHs in stellar binary systems, where low
values of both �max and ⇥0 are commonly observed (Miller-Jones
et al. 2006; Zdziarski et al. 2022a). This issue can be resolved for a
low enough a�.

We then compare our obtained magnetic field in the jet close
to the horizon to that in a MAD disc. We follow the estimate of the
MAD magnetospheric radius of equation (1) of Xie & Zdziarski
(2019),

B
2
z
⇡ rg Ṁaccrc

2

r
3
discvrhdisc/rdisc

⇡ rgPj

r
3
discvra

2
⇤0.3h

2
0.3

, (21)

where in the second equality we used the jet power of equation (20)
at the maximum flux and neglecting the numerical coe�cient of
1.7. We note that vr will not be equal that for a usual accretion disc,

given the ‘choked’ nature of MAD accretion. We then compare this
estimate at rdisk = r = rH to the B

0
p of equation (15). We find that

their equality is obtained for

(vr/c)h2
0.3 ⇡ (`/5)(rH/rg). (22)

A similar estimate was done in Tchekhovskoy (2015). We see that
the equality requires h

2
0.3vr/c ⇠ 0.1.

3 SUMMARY AND DISCUSSION

We have presented a simple analytical model of magnetized jets.
We parametrize the ACZ by profiles of the bulk Lorentz factor and
radius [�(z) and r(z), equations (1) and (2), respectively), and as-
sume the jet is conical and at a constant speed beyond the ACZ.
However, our general results do not depend on the specific form of
�(z) and r(z). We then assume a constant mass flow rate through the
jet, equation (5), which is equivalent to assuming the jet is mass-
loaded at its base. Next, we assume the jet power is conserved,
which corresponds to the radiated power being⌧ Pj, which is often
satisfied. Given the above assumptions, we obtain the profiles of the
radius-averaged magnetization parameter and the toroidal compo-
nent of the magnetic field strength, with an additional assumption
of the internal particle density being less than the rest energy den-
sity. We then relate the poloidal component of the magnetic field
to the toroidal one assuming the rotation of the magnetic field lines
related to the BH angular velocity, and take into account the radial
profiles of the field components being not uniform. This gives us
the conserved magnetic flux. This flux, when used in the formula
for the BH spin-extraction power, yields then the initially assumed
jet power, showing the self-consistency of our approach. The main
free parameters of our model are Pj, �max and �min.

Using the above formulation, we find that the poloidal com-
ponent of the magnetic field can dominate up to one order of mag-
nitude beyond the length, zt, of the ACZ, see equation (16) and
Fig. 1. The cause of this e↵ect is the conversion of the toroidal
magnetic field component into the bulk acceleration in the ACZ,
which results in B

0
� / r

�1(�/�)1/2, which yields in turn the decline

MNRAS 000, 1–5 (2022)
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beyond magnetically dominated jets

As the jets become relativistically fast, the convert from being dominated by magnetic 
energy (Poynting flux) to being dominated by kinetic energy (inertia).


As the magnetic fields become weak, they may be subject to instabilities disrupting the 
ordered structure and leading to turbulent motions, making the fields chaotic.


Dissipation of ordered energy (kinetic by shocks, magnetic by reconnection) leads to 
non-thermal particle acceleration and blazar emission.


Whether shocks or reconnection, emitting regions close to equipartition, can be very 
different from the background (Sironi, Petropoulou & Giannios 2015).

D. Meier

acceleration-collimation zone dissipation (blazar) zone
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clues for turbulence in jets
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is shown as a red maker in Fig. 5 and the corresponding ↵ is
around 1.8, which is among the hardest spectra measured during
the campaign.

In the 15-50 keV band, the Swift-BAT observations do not
reveal any particular flaring activity besides the one around
MJD 57788 that is already discussed in Sect. 3.1. Although be-
ing strongly variable (see Sect. 3.5), the average flux is close to
the value derived between 2008 and 2010 by Abdo et al. (2011)
when Mrk 421 showed quiescent activity. Using 3-day and 6-day
binning, the average flux is at the level of ⇠10�3 cm�2 s�1.

3.3. UV/optical

The UV fluxes (from Swift-UVOT) and the R-band fluxes (from
GASP-WEBT) are shown in the seventh panel of Fig. 1. They
follow a very similar temporal evolution, which is expected
given their proximity in energy. Interestingly, they show a con-
tinuous flux decay from ⇡MJD 57720 to ⇡MJD 57760, con-
trary to the almost monotonic increase in the X-rays during the
same period. In addition, the low X-ray activity visible around
MJD 57840 is accompanied with high fluxes in both the UV
and R-band. This suggests an anti-correlation between X-ray and
UV/optical over the campaign. This latter characteristic is inves-
tigated in Sect. 5.

3.4. Radio

The light curves from OVRO, Medicina and Metsähovi in the
bottom panel unveil no strong variability nor flaring episode. The
average flux levels are ⇠0.5 Jy at 8 GHz and 15 GHz (Medicina
and OVRO) and ⇠0.4 Jy at 24 GHz and 37 GHz (Medicina and
Metsähovi), respectively. Based on the ⇠5-year OVRO and Met-
sähovi light curves presented in Hovatta et al. (2015), this de-
notes a typical state during non-flaring activity.

3.5. Multiwavelength variability

We study the broadband variability based on the fractional vari-
ability, Fvar, defined in Vaughan et al. (2003). The uncertainty
is computed following the strategy from Poutanen et al. (2008)
and the implementation described in Aleksić et al. (2015b). Fvar
quantifies the variance of the flux normalised to the mean value
after subtracting the additional variance caused by the measure-
ment uncertainties. Fvar is naturally a↵ected by the instrument
sensitivities, the binning and the flux sampling. Therefore, great
care must be taken when comparing results from di↵erent tele-
scopes. We refer the reader to Aleksić et al. (2015a) and Schle-
icher et al. (2019) for a detailed study of the caveats inherent to
the fractional variability method.

The Fvar values are shown in Fig. 6 for each of the en-
ergy bands. They are computed using a nightly binning for
the MAGIC, FACT, Swift-XRT, Swift-UVOT, R-band and ra-
dio light curves. Because of the limited sensitivity to detect
Mrk 421 on timescales of one day, for Fermi-LAT and Swift-
BAT, we adopted a 3-day binning over which to integrate the
data and compute the fluxes. Solid markers include all data from
Fig. 1. A discrepancy between the MAGIC (>1 TeV) and FACT
Fvar is visible and is explained by the di↵erent nightly aver-
aged flux measured during the flare on MJD 57788 due to the
di↵erent integration time, as previously mentioned. When the
day of the flare is ignored, the Fvar values are fully compati-
ble. All of the MAGIC/FACT/Swift-XRT/BAT/UVOT measure-
ments that are separated from one another by less than 4 hours

are considered and are shown with hollow markers. Here again,
the Swift-BAT fluxes are computed with a 3-day binning.

Fig. 6: Fractional variability Fvar obtained from the light curves
shown in Fig. 1. MAGIC, FACT, Swift-XRT, Swift-UVOT, R-
band and radio fluxes are nightly binned. Fermi-LAT and Swift-
BAT fluxes have a 3-day binning. Results from each instrument
are plotted in di↵erent colours. The filled markers include all
data. The hollow markers include VHE and Swift data lying
within a time window of 4 hours from each other.

Fig. 7: Fractional variability Fvar from the simultaneous
MAGIC-NuSTAR observations performed on the four nights
MJD 57757, MJD 57785, MJD 57813 and MJD 57840 (2017
January 4, 2017 February 1, 2017 March 1 and 2017 March 28).
The Fvar values were computed with the fluxes determined on
30-minutes time bins that are reported in Appendix C.

Overall, a clear two-peak structure is visible. The first peak,
with Fvar ⇡ 1, occurs in the hard X-ray band (15-50 keV). The
second peak lies in the VHE band (around 1 TeV), also with
Fvar ⇡ 1. The lowest variability is seen in the radio, UV/optical
and 0.2-2 GeV band and they all display Fvar < 0.2.

In Fig. 7, the Fractional variability is shown for the simulta-
neous MAGIC/NuSTAR observations. Here, again, a significant
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Fig. 3. Top: Multi-band optical/near-IR light curves
of 0235+164 during the interval displayed in Fig. 1.
Magnitudes here are not corrected for extinction. Bottom:

Time scale of flux variability (as defined in the text) as
a function of optical/near-IR frequency of 0235+164 be-
tween Julian dates 2454756.7 and 2454758.7. Diagonal
line represents a power law with slope −0.16. Data
are from the Yale Fermi/SMARTS project, website
http://www.astro.yale.edu/smarts/glast/.

tion) and density of electrons ne that follow a probabil-
ity distribution, with higher values less likely. We imagine
that the turbulent cells pass into and out of a disk-shaped
primary emission region representing a shock, bounded by
the shock front and, probably, a rarefaction. Electrons are
injected with a power-law energy distribution at the shock
front, after which the cell advects away from the shock.
The cooling time of the electrons depends on B. If inverse
Compton losses are important, then it will also depend on
the energy density of photons nγ ; we defer consideration
of this case to a subsequent study.

The key addition to this model over that proposed in
Marscher et al. (1992) is that the maximum electron en-
ergy Emax varies from cell to cell. According to models of
energization of particles at relativistic shock fronts (e.g.,
Baring 2010), the efficiency of particle acceleration de-
pends inversely on the ratio of the gyro-radius to mean
free path for pitch-angle scattering. This ratio should be
larger when B is stronger, so that the amplitude of the
magnetic turbulence rises. If the value of B in a cell follows
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Fig. 4. Sketch of our proposed model consisting of a num-
ber of emission cells (circles) inside a disk (represent-
ing, for example, a shock wave), each with a different
maximum energy of relativistic electrons. All numbered
cells have electrons with sufficiently high energies to emit
synchrotron radiation at a relatively low frequency, e.g.,
< 1013 Hz. Only the cells marked 2 and higher have elec-
tron energies high enough to emit at > 1013.5 Hz. Only
those marked 3, 4, and 5 can emit at > 1014 Hz, only those
numbered 4 and 5 can emit at > 1014.5 Hz, and only those
numbered 5 can emit at > 1015 Hz.

a power-law probability distribution above some minimum
value, then we might expect Emax to do the same. (Or the
slope of the resultant electron energy distribution might
be flatter for stronger fields, thereby increasing the relative
number of electrons with the highest energies. This would
produce a similar effect on the synchrotron spectrum as
the case considered here.)

The different values of B, Emax, and ne in differ-
ent cells, with higher values occurring more rarely, leads
to a frequency dependence of the synchrotron emission.
Recall that, in the scenario envisioned by Marscher & Gear
(1985), the synchrotron spectrum steepens by 1/2 because
the dimension transverse to the shock front, and therefore
the volume V , of the emitting region follows V (ν) ∝ ν−1/2.
This will still apply at sufficiently high frequencies if elec-
trons are injected only as a cell passes across the shock
front. However, we introduce an additional frequency de-
pendence on the volume because only some fraction of the
cells contain electrons that can radiate at frequency ν af-
ter they cross the shock front. We illustrate the geometry
of our model in Figure 4.

We have not yet developed a definite relationship be-
tween the electron energy distribution and the power spec-
trum of the turbulence. Our model therefore does not
at this stage predict the slope of the spectrum at fre-
quencies where V (ν) < 1. We can, however, turn to ob-
servations to infer the required functional form of V (ν).
The relationship tvar ∝ ν−0.16 found above for 0235+164
could correspond to stochastic variations in N cells if

Marscher & Jorstad (2010)
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• individual turbulent eddies 
may produce electron distributions 
with different   
and random polarization angles 

• distribution of   values would 
explain fractional variabilities   
and polarization degrees  

γmax

γmax
Fvar(νobs)

Π(νobs)

The optical polarization of GL and GQ blazars 9

Table 4. The logarithm of the rest-frame synchrotron peak fre-
quencies.

ID Log(νS/Hz) ID Log(νS/Hz)
(RBPL ...) (RBPL ...)

GL from Mao et al. (2016)
J0136+4751 13.0 J1224+2122 13.9

J0238+1636 12.9 J1224+2436 15.4
J0259+0747 12.7 J1229+0203 13.5
J0423−0120 12.7 J1230+2518 14.9

J0442−0017 13.0 J1231+2847 15.0
J0510+1800 13.1 J1238−1959 14.1

J0750+1231 13.1 J1245+5709 14.8
J0841+7053 12.5 J1248+5820 14.9
J0957+5522 13.0 J1253+5301 13.9

J0958+6533 13.2 J1314+2348 14.9
J1159+2914 13.3 J1357+0128 14.8

J1222+0413 14.0 J1427+2348 15.3
J1256−0547 13.0 J1512+0203 13.6

J1337−1257 13.0 J1516+1932 13.0
J1512−0905 13.3 J1542+6129 14.6
J1553+1256 13.0 J1555+1111 15.5

J1604+5714 13.1 J1558+5625 14.2
J1635+3808 12.7 J1607+1551 13.4

J1637+4717 12.8 J1649+5235 14.4
J1642+3948 12.7 J1653+3945 16.1
J1722+1013 12.8 J1725+1152 16.0

J1751+0939 12.7 J1727+4530 13.2
J1800+7828 13.5 J1748+7005 13.8

J1824+5651 12.9 J1749+4321 13.2
J1849+6705 13.0 J1754+3212 14.3

J2000−1748 12.4 J1806+6949 14.7
J2005+7752 13.4 J1809+2041 15.4
J2143+1743 14.1 J1813+0615 14.1

J2148+0657 13.2 J1813+3144 15.0
J2225−0457 12.5 J1836+3136 14.9

J2253+1608 13.2 J1838+4802 15.8
J2311+3425 13.0 J1841+3218 16.3

J2334+0736 12.8 J1844+5709 14.3
J1903+5540 14.4

GL from 3FGL J1911−1908 15.9

J0045+2127 16.0 J1927+6117 13.4
J0114+1325 15.0 J1959+6508 16.9

J0136+3905 16.2 J2015−0137 14.4
J0211+1051 14.1 J2022+7611 14.1
J0217+0837 13.8 J2030−0622 13.2

J0222+4302 15.1 J2030+1936 15.6
J0303−2407 15.4 J2039−1046 13.8

J0336+3218 13.4 J2131−0915 16.8
J0339−0146 13.1 J2149+0322 14.1

J0340−2119 13.5 J2150−1410 17.1
J0721+7120 14.0 J2202+4216 13.6
J0738+1742 14.0 J2217+2421 13.4

J0809+5218 15.9 J2232+1143 12.7
J0818+4222 13.0 J2243+2021 15.6

J0830+2410 12.8 J2251+4030 14.6
J0848+6606 14.7 J2340+8015 15.6
J0854+2006 13.7

J1032+3738 14.1 GQ from Mao et al. (2016)
J1033+6051 13.5 J0825+6157 12.7

J1037+5711 14.7 J1551+5806 13.8
J1048+7143 13.2 J1638+5720 12.8

J1054+2210 14.6 J1854+7351 13.4
J1058+5628 15.1 J1955+5131 13.2
J1059−1134 13.6 J2024+1718 13.4

J1104+0730 14.6
J1104+3812 17.1 GQ from 3FGL

J1132+0034 14.1 J1624+5652 13.6
J1203+6031 14.9
J1217+3007 15.3 GQ from Lister et al. (2015)

J1221+2813 14.4 J1927+7358 13.2
J1221+3010 16.7

peaked (HSP) ones (with LSP, if: log(νs) < 14, ISP if:
14 ≤ log(νs) < 15 and HSP if: log(νs) ≥ 15, respectively);
at the same time their polarization varies over a broader
range. However, as GQ sources are preferentially LSPs, this
trend cannot explain their systematically lower polarization
compared to GL sources.

12 13 14 15 16 17 18
Log(νs/Hz)
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Figure 5. The polarization fraction as a function of the rest-
frame synchrotron peak frequency. The squares mark GL sources
and the circles GQ ones. For the filled symbols the peak frequency
taken from Mao et al. (2016) while for the empty ones from 3FGL
or Lister et al. (2015). The red dots denote the BL Lac subset of
GL sources. The green triangles correspond to the mean within
each frequency bin. The bin width is marked with the x-axis error-
bar and has a total length of one. The y-axis error-bars have a
length of one standard deviation computed within the bin.

4.5 Polarization angle randomness as a function

of the synchrotron peak frequency

The polarization parameters have a strong dependence on
the properties of the magnetic field (e.g. uniformity). Given
the relation between the polarization fraction and the syn-
chrotron peak frequency discussed above, we examine how
the peak frequency may be influencing the behavior of the
EVPA.

Figure 6 demonstrates how well a uniform distribution
describes the behavior of the EVPA of each source as a
function of the frequency of its synchrotron SED compo-
nent peak. For every source we compute the χ2 per degree
of freedom, χ2

red, between its angle distribution and a uni-
form one. The computation has been done for 36 sources for
which at least 20 measurements with p/σp ≥ 3 are available
so that a reliable estimate of the angle randomness can be
provided. Our calculations are done for 20 angle bins in the
closed [−90,+90] interval. A large value of χ2

red implies a big
divergence from a uniform distribution and hence a low ran-
domness of the EVPA, which consequently centers around a
preferred direction (e.g. Fig. 7 right-hand column). The op-
posite is the case for small χ2

red values which imply a large
randomness of the EVPA that does not prefer any direction
(e.g. Fig. 7 left-hand column). The orange circles in Fig. 6
mark the two exemplary cases shown in Fig. 7.

The Spearman’s test does not support the presence of
a monotonic relation between the EVPA randomness and
the synchrotron peak frequency (ρ = 0.34, with a p-value
∼ 0.044). Two further tests, though, indicate a dependency
between the two parameters.

First, we classified our 36 sources as: low, intermedi-
ate and high-synchrotron peaked (LSP, ISP and HSP, re-
spectively). Then we selected 0.1 as the limiting value of
χ2
red for a source to be considered as non-uniform. We then

MNRAS 000, 1–16 (2015)
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(5) particle acceleration
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particle acceleration at collisionless shocks

• In low-density plasma where 
particle collisions can be 
neglected, shock waves develop 
complex structures on kinetic 
scales.


• Lucky particles can be 
accelerated when crossing the 
shock multiple times (diffusive 
shock acceleration, a first-order 
Fermi process).


• Maximum particle energy is 
strongly limited by plasma 
magnetization  .σ = B2/4πw

Krzysztof Nalewajko (CAMK PAN, Poland, knalew@camk.edu.pl), Kathmandu, 17 May 2022
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Fig. 2.—Main panel: Particle spectrum in a -wide slice at100(c/q )p

downstream from the shock at time (black line with error4500(c/q ) q t p 10p p

bars). Red line: A fit with a sum of a 2D Maxwellian (yellow dashed line)
and a power law (blue dash-dotted line) with high-energy exponential cutoff.
Subpanel a is the fit with a sum of high and low temperature Maxwellians
(red line), showing a deficit at intermediate energies; subpanel b is the time
evolution of a particle spectrum in a downstream slice: (blue!1t p 1600qp

line), (green line), and (red line). The black dashed line shows!1 4 !13800q 10 qp p

a power law.!2.4g

Fig. 3.—Left panel: Horizontal position as a function of time for four rep-
resentative particles (color lines) overplotted on transversely averaged profiles
of magnetic energy (gray lines). Right panel: Particle energies (shown with
corresponding color lines) as a function of time. All horizontal positions are
shifted by to align them with the shock location. All quantities arex (t)shock

measured in the downstream frame.

Maxwellian and the power law). At , the tail at4q t p 10 g 1p

contains ∼1% of particles and ∼10% of energy in the down-75
stream region.

3. ACCELERATION MECHANISM

We studied the mechanism that populates the suprathermal
tail by tracing the orbits of particles that gain the most energy.
The main acceleration happens near the shock, as seen from
the excess of particles with large 4-velocity near the shock in
Figure 1e. The spacetime trajectories and thex(t) ! x (t)shock

acceleration histories for four representative particles areg(t)
shown in Figure 3. The vast majority of particles in the flow
go through the shock only once and never return to the upstream
region again (orange line in Fig. 3). Some, however, can cross
the shock several times and gain energy. After acceleration
near the shock, these particles escape into the upstream or
downstream region, populating the suprathermal tails (red,
green, and blue lines). The particles that gain the most energy
(red and blue lines) undergo several reflections between the
downstream region (or the shock layer) and the upstream re-
gion, with the largest energy gains coming from reflections in
the upstream region (Fig. 3). Upon each reflection, these par-
ticles gain energy , as expected in relativistic shocks.DE ∼ E
In Figure 3, we overplot the transversely averaged magnetic
energy as line plots stacked in time. Note that all quantities
are still measured in the downstream frame and are only shifted
in space so that the shock appears stationary. Magnetic fluc-
tuations associated with the upstream filaments carry a motional
electric field ( ) as they are advected toward the shock. Par-Ey

ticles moving against the flow in these fields scatter, with a net
energy gain (in contrast, deflections in the downstream region
result in no energy gain, as seen in the downstream frame; in
the shock frame, both scatterings will yield energy gains). The
particles that gain the most energy do not undergo large-angle
scatters on single upstream filaments. Instead, these particles
move almost parallel to the shock surface, across the magnetic

filaments shown in Figure 1b. This is easy to understand be-
cause the characteristic Larmor radius for these particles ex-
ceeds the thickness of the shock, and if they were to move
along the shock normal, they would quickly escape down-
stream. The alternating magnetic polarity of the filaments rep-
resents magnetic fluctuations on scales smaller than the particle
Larmor radius. The deflections in the upstream region toward
the downstream region are thus grazing-incidence collisions
with magnetic islands that are moving toward the shock. The
deflections toward the upstream region happen within several
hundred skin depths behind the shock, where the magnetic field
is strongest. Motion across the filaments increases the effective
length of the scattering region and allows the trapping and
acceleration of high-energy particles near the shock.

4. DISCUSSION

We have shown that relativistic collisionless shocks can self-
consistently accelerate nonthermal particles. The magnetic
fields that are created as part of the Weibel turbulence near
shocks are sufficient to inject particles from the thermal pool
into the shock acceleration process, and our findings do not
require any initial assumptions about the turbulence spectrum.
The acceleration that we observe involves repeated crossings
of the shock by a small fraction of particles. In this sense, it
is tempting to associate this acceleration process with the first-
order Fermi acceleration in shocks. The absence of a coherent
background field in our problem rules out shock-surfing and
shock-drift acceleration. Deviations in particle trajectory are
due to interactions with many magnetic filaments of alternating
magnetic polarity and is, therefore, diffusive in nature. The
exponential cutoff at high energy in the downstream spectrum
can be attributed to the finite acceleration time in the simulation
and to the fact that efficient particle scattering occurs in a layer
of finite width (Bykov & Uvarov 1999). We have not reached
a steady state, however. Both the maximum particle energy and
the extent of the particle precursor continue to grow linearly
with time, and the energy in the tail grows logarithmically. The
region where particles scatter also increases. We conclude that
the simulations show the beginnings of the Fermi acceleration

Spitkovsky (2008)
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Fig. 7.— Left panel: Dependence of the post-shock particle spectrum on the upstream magnetization, from a set of 2D simulations of
electron-positron shocks with �0 = 15. We vary the magnetization between � = 0 (red curve) up to � = 10�2 (black curve), showing that
the Fermi process is suppressed with strong pre-shock fields. This is confirmed by the post-shock spectrum of a 3D simulation with � = 10�1

(dotted cyan line). In the inset, we follow the maximum particle Lorentz factor over time, from the growth as �max / (!pit)1/2 to the

saturation at a constant �sat. Right panel: The particle spectrum for di↵erent magnetizations is shifted along the x-axis by (�/10�4)1/4

and along the y-axis by (10�4/�)(p�1)/4 with p = 2.4, to show that the entire exponential cuto↵ scales with magnetization as / ��1/4.
In the inset (d), we show that the magnetic energy profile ahead of the shock has a characteristic longitudinal scale LB,sat / ��1/2. In

the inset (e), we show that the Lorentz factor at saturation �sat scales with the magnetization as �sat / ��1/4.

Finally, the right panel of Fig. 7 (yellow curve for � =
10�4, green for 3 ⇥ 10�4 and blue for 10�3), where
we rescale the x-axis by (�/10�4)1/4 and the y-axis by
(10�4/�)(p�1)/4 with p = 2.4, demonstrates that the en-
tire exponential cuto↵ of the non-thermal tail scales as
/ ��1/4, and so the proportionality �sat/�0 / ��1/4

does not depend on the details of our definition of �sat
(yet, the coe�cient of the scaling in eq. (8) does depend
on the definition of �sat).

3.3. Dependence on the Lorentz Factor �0
In Figs. 8 and 9, we show the dependence of the post-

shock particle spectrum on the upstream bulk Lorentz
factor �0, for both unmagnetized (Fig. 8) and weakly
magnetized (� = 10�3; Fig. 9) electron-positron shocks.
We vary �0 from �0 = 3 (a mildly relativistic shock) up
to �0 = 150 (an ultra-relativistic shock).
For both unmagnetized and weakly magnetized shocks,

we find that the acceleration physics does not depend on
the bulk Lorentz factor of the upstream flow, if �0 & 10.
Both the acceleration e�ciency and the rate of particle
energization are insensitive to �0, in the limit of ultra-
relativistic flows. In particular, the insets in Figs. 8 and
9 show that the temporal evolution of �max/�0 is the
same for all �0 & 10, as predicted by eqs. (5) and (8). As
shown in the inset of Fig. 9, for � = 10�3 both the scaling
�max / (!pit)1/2 at early times and the saturation of the
maximum energy at late times hold regardless of �0 & 10.
The decrease in the acceleration e�ciency for �0 . 10

is a consequence of the fact that the Weibel and oblique
instabilities are suppressed when the beam of returning
particles has a significant transverse dispersion (i.e., it
is not cold, in the pre-shock frame). The instability will
be quenched if !g . k · �v, where !g is the growth
rate of the most unstable mode, that usually occurs for

k ⇠ k? ⇠ !pi/c.9 In the post-shock frame, the parallel
and perpendicular components of the momentum of the
returning beam are pk ⇠ p? ⇠ �injmic. In the pre-shock
frame, p0k ⇠ �0 pk and p0? ⇠ p?, so that the charac-
teristic beam transverse velocity in the pre-shock frame
is �v0? ⇠ c p0?/p

0
k ⇠ c/�0, which is larger for smaller �0.

The beam transverse dispersion should be compared with
the growth rate of the relevant instability (e.g., Bret et al.
2010b), which in the upstream frame of electron-positron
shocks is !g ⇠ (⇠b/⌘inj)1/2!pi for the Weibel mode and
!g ⇠ (⇠b/⌘inj)1/3!pi for the oblique mode. Here, ⇠b is the
density ratio between the beam of returning particles and
the incoming flow, measured in the downstream frame,
whereas ⌘inj ⌘ �inj/�0. Both ⇠b and ⌘inj are nearly in-
sensitive to �0 (Figs. 8 and 9 show that the non-thermal
tails for di↵erent �0 are all starting at the same �inj/�0,
and with similar normalizations), so that the generation
of Weibel and oblique modes in electron-positron flows
should be suppressed for

�0 . (⇠b/⌘inj)
�1/2 [Weibel] (9)

�0 . (⇠b/⌘inj)
�1/3 [oblique] (10)

In turn, the suppression of the Weibel and oblique in-
stabilities, which are responsible for the generation of
the magnetic turbulence that governs the Fermi process,
results in the poorer acceleration capabilities of mildly
relativistic shocks, as compared to their ultra-relativistic
counterparts (see the green and yellow curves in Figs. 8
and 9, for �0 = 5 and �0 = 3 respectively).

9 Here we only consider electron-positron plasmas, so c/!pi =
c/!pe. For electron-ion flows, see Lemoine & Pelletier (2011).

Sironi et al. (2013)



hard particle spectra in relativistic reconnection

• Reconnection produces power-law 
distributions that are hardening with 
increasing sigma 
  with   for 
  
(Sironi & Spitkovsky 2014, Guo et al. 
2014, Werner et al. 2016, Zhang et al. 
2021).


• High-energy cut-off is exponential 
with  .

dN/dγ ∝ γ−p p → 1
σ ≫ 1

γmax ∼ 𝒪(σ)

high-energy particles preferentially move along the z-direction
(Section 3.1). Then, we track particles and investigate in detail
their acceleration mechanism (Section 3.2). Finally, we
investigate the dependence of our results on the domain size,
in order to show that the acceleration physics should operate
effectively out to larger scales (Section 3.3).

3.1. Particle Spectra

A nonthermal power-law spectrum extending to high
energies is a well-established outcome of relativistic reconnec-
tion (e.g., Sironi & Spitkovsky 2014). Figure 4 shows the
positron momentum spectrum p dN dpz z, where pz= γβz is the
dimensionless 4-velocity along z (βz is the particle z velocity in
units of the speed of light). The spectrum is obtained by
averaging between t= 3.34L/c and 3.56L/c, when the system
is in steady state. The box-integrated spectrum of positrons
with pz> 0 (blue, indicated as pz+,box in the legend) can be
modeled for pz 3 as a power law r �p dN dp pz z z

1.
The figure compares the momentum spectrum between

positrons with pz> 0 (blue lines, indicated as pz+ in the legend)
and pz< 0 (green lines, indicated as pz− in the legend) and further
distinguishes between spectra integrated in the whole box (solid
lines) and only extracted from the reconnection downstream
( �% %0; dashed lines). We find that high-energy positrons
with pz< 0 are mostly located within the downstream region
(compare green solid and dashed lines), i.e., nonthermal positrons
with pz< 0 are trapped in plasmoids, analogous to 2D results (see
Petropoulou & Sironi 2018; Hakobyan et al. 2021).

In contrast, a significant fraction of high-energy positrons with
pz> 0 reside outside the reconnection region (compare blue solid
and dashed lines), and we shall call them “free.” The fraction of free
positrons is an increasing function of momentum, and for pz 100
they are more numerous than the ones located in the reconnection
downstream. The pz+ spectrum of free positrons (dotted blue line)
can be modeled as a hard power law, r �dN dp pz zfree

1.5. In
Appendix B, we provide an analytical justification of the measured
spectral slope. The cutoff in the spectrum of pz> 0 positrons is
much higher than for pz< 0 positrons, suggesting that free
positrons can be accelerated to much larger energies than trapped
ones, as we indeed demonstrate below.6

The asymmetry between positrons with pz> 0 versus pz< 0 is a
unique feature of our 3D setup. In a corresponding 2D simulation
(see Appendix A), pz+ and pz− spectra are nearly identical, and

nearly all high-energy particles reside within the reconnection
downstream, as already shown by Figure 3 (right panel).
In the inset of Figure 4, we present the box-integrated

positron spectra of kinetic energy (gray) and momentum in
different directions, as indicated in the legend. In contrast to the
pz spectrum, there is no broken symmetry between positive and
negative directions in the px and py spectra. The inset shows
that the peak of the energy spectrum (gray), at γ− 1∼ 3, is
dominated by motions along the x-direction of the reconnection
outflows (compare with the px spectrum; red line). In contrast,
the high-energy cutoff of the positron energy spectrum at
γ∼ 500 is dominated by the pz+ spectrum (blue). Hence, the
most energetic positrons move mostly along the+ z-direction
(conversely, the highest-energy electrons along− z). We also
remark that the py spectrum (orange) reaches rather high
momenta (albeit not as high as the pz+ spectrum). This is
consistent with the trajectories of high-energy positrons that we
illustrate in Section 3.2.

Figure 3. 2D histograms of the particle Lorentz factor γ and the mixing factor% (interpolated to the nearest cell) at time t = 2.37L/c, for 3D (left) and 2D (right). The
red dashed line in the left panel marks the threshold �% 0.30 that we employ to distinguish upstream ( �% %0) from downstream ( �% %0).

Figure 4. Momentum spectrum p dN dpz z of positrons, where pz = γβz is the
dimensionless 4-velocity along the z-direction. We show spectra of positrons
with pz > 0 (blue, indicated as pz+ in the legend) and pz < 0 (green, indicated
as pz− in the legend). Spectra from the overall box are shown as solid lines
(indicated with subscript “box” in the legend), whereas the dashed lines refer
only to positrons belonging to the downstream region, as defined by the mixing
condition �% %0 (indicated with subscript “rr” in the legend). The spectrum
of high-energy “free” positrons residing in the upstream region (with

�% %0), which preferentially have pz > 0, is indicated by the dotted blue
line. The dotted black line shows a power law �pz

1. In the inset, we present the
box-integrated positron spectra of kinetic energy (gray) and momenta in
different directions, as indicated in the legend. All spectra in the main plot and
in the inset are time averaged between t = 3.34L/c and 3.56L/c and
normalized to the total number of positrons in the box.

6 The electron spectrum shows the opposite asymmetry: electrons with pz > 0
mostly reside in plasmoids, and their spectrum extends to lower momenta than
for free electrons with pz < 0.
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kinetic simulations of instabilities 
in cylindrical jets with toroidal magnetic fields

transferred to newly accelerated particles with a power-law
spectrum. Importantly, we observe that the maximum
energy gain increases linearly with the jet cross-sectional
radius. Based on these findings, we argue that this new
mechanism can account for the acceleration of high-energy
leptons and hadrons in AGN jets.
We simulated a volume of the jet in its proper reference

frame, with relativistic electron-positron plasma supporting
a helical magnetic field in an unstable hydromagnetic equi-
librium; the net-inward magnetic stress is balanced by
increased thermal pressure near the axis (see Supplemental
Material [18]). This setup approximates the jet spine after
the plasma has been focused towards the axis by recol-
limation, at the moment when it stagnates and is most
vulnerable to the internal KI. We consider magnetic field
profiles of the form BðrÞ ¼ B0ðr=RcÞe1−r=Rceϕ þ Bzez,
where Rc is the cross sectional radius of the jet spine.
We have also tested toroidal magnetic field profiles that
decay as r−α (with α ≥ 1), and determined that our overall
findings are not sensitive to the structure of the magnetic
field far from Rc. Near the black hole, the poloidal and
toroidal magnetic field components (Bz and Bϕ, respec-
tively) are comparable to one another [23]. However,

Bz=Bϕ decreases with distance from the source, and can
be very small at the relevant ∼100 pc distances. The
characteristic magnetic field amplitude (henceforth denoted
as B0) at these distances, B0 ∼mG, is quite strong in the
sense that the ratio σ of the magnetic to plasma rest-mass
energy densities may exceed unity. The simulations cover
values of σ ¼ 1–10 and Bz=Bϕ ¼ 0.0–0.5.
We utilize the fully kinetic electromagnetic PIC code

OSIRIS 3.0 [24,25]. Our simulations resolve a large dynamic
range in 3D, enabling us to study the interplay between the
evolution of the KI at large scales and the dynamics of
particles at small scales, i.e., between the MHD physics
of the jet spine at ∼Rc and the kinetic physics operating at
the particle gyroradius scale ρg ≪ Rc. By systematically
increasing the scale separation R̄≡ Rc=hρgi, we find
asymptotic behavior in the particle acceleration physics
as R̄ ≫ 1. The dimensions of the simulated domains are
20 × 20 × ð10 − 20ÞR3

c, with the jet located at the center of
the domain and oriented along ẑ. The simulations resolve
the gyroradius of thermal particles at the core of the jet,
hρgi, with 4–12 points, and use 8–16 particles per cell per
species [18]. Our largest simulations attain R̄ ¼ 50 and are

J [cB0/2πRc]
2.52.01.00.5 1.50.0

Ez [B0]
0.40.2-0.2-0.4 0.0

B [B0]
1.00.80.40.2 0.60.0

(a1)

(a2)

(b1)

(b2)

(c1)

(c2)

FIG. 1. Evolution of the jet structure subject to the kink instability. (a) Current density, (b) magnetic field lines, and (c) axial electric
field, taken at times (1) ct=Rc ¼ 16 and (2) ct=Rc ¼ 24. These times correspond to the linear and nonlinear stages of the kink instability.
Note that a quarter of the simulation box has been removed in (b1), (b2), and (c2) to reveal the inner field structure of the jet.
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gas pressure balanced 
(Z-pinch)

nonlinear, we observe a strong burst of particle energization due to
a non-ideal electric field, which takes place in current sheets at the
jet’s periphery. A 3D visualization of the location of a subset of
the energized particles, color coded by their Lorentz factor, is
shown in Figure 1. Figure 2 demonstrates the location of the
current sheets where particle energization takes place. It shows
slices of the current density in the x–z and x–y planes, overplotted

by energetic particles color coded according to their
l l
E B· at their

location. These sheets have strong guide fields. In the periphery
the guide field is comparable in strength to the reconnecting field,
while in the core it is approximately five times stronger. The
presence of a strong guide field suppresses particle acceleration
and leads to the formation of steep power laws in the particle
distribution function (DF). Werner & Uzdensky (2017) studied

relativistic reconnection in pair plasmas with strong guide fields
using local PIC simulations, and found a relation between the
strength of the guide field and the power-law index, α, of the DF,
f (γ)∝γ−α. In our work we find α≈3−5, which is in
agreement with their results for comparable strengths of the
reconnecting and guide magnetic field components. At this stage,
we find the maximum energy of accelerated particles to scale as
γmax≈χ rcore/rL0, where �r m c eBeL0

2
0 is a nominal cold

relativistic gyroradius, and χ≈1/6.6

Figure 1. From left to right: decreasing pitch (DP), increasing pitch (IP), and embedded pitch (EP) cases. In the top row, thick green lines show magnetic field lines.
Subsampled distribution of energetic particles is visualized as dots color-coded by their Lorentz factors. Plots are computed at t=60, 110, 90 rcore/VA
correspondingly, the onset times of the acceleration episode in each configuration (see the bottom panel). The middle row shows distribution functions (DFs) for all
three setups, each set of two plots shows DFs at the end of the simulation on the left for all three σ0=10, 20, 40 values, and the time evolution of the spectrum of the
σ0=40 run on the right. Panel (b) also includes Maxwellians fitted to the DFs; panels (e) and (h) show power laws fitted to the DFs. The bottom row shows statistics
of the acceleration events as a function of simulation time and particle energy. For a given particle at a particular energy, we classify the acceleration episode based on
if parallel or perpendicular electric field dominates particle energization. NP and N⊥ are the numbers of parallel and perpendicular acceleration events, respectively.
Initial particle distribution is a Maxwellian with a low temperature, � m c k10 e

2 2
B, and all the spectra correspond to energized particles with γ>2.

6 This conclusion is based on our simulations with different strengths of the jet’s
magnetic field. Increasing the jet’s size is numerically expensive in our current
setups, as the jet significantly expands laterally during the simulation time. We will
conduct a systematic study of the dependence of γmax on the jet’s size in
future work.

3
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axial magnetic field balanced 
(force-free screw-pinch)

efficient particle acceleration found in both cases
Krzysztof Nalewajko (CAMK PAN, Poland, knalew@camk.edu.pl), Kathmandu, 17 May 2022



Figure 13: 3D renderings for simulation f05 T4 ↵B�1 at ct/L ' 3 of the surfaces described by the fol-
lowing parameters: (left) gas number density n = 0.5 hni, (middle) electric current density component
jz = 0.3ce hni, (right) mean particle energy h�i = 4⇥. The z-axis is vertical.
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limit   (Alves et al. 2018) 
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kinetic simulations of instabilities in 
cylindrical jets with toroidal magnetic fields
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spectral energy distributions of blazars
• blazars (AGN with a relativistic jet at 

small viewing angle) are dominated by 
non-thermal SEDs extending from radio 
to gamma rays


• blazar SEDs consist of two major 
components that follow an observational 
‘sequence’ (anti-correlation between 
peak frequency and peak luminosity)


• high-luminosity blazars are known as 
FSRQs (flat spectrum radio quasars), 
low-luminosity ones are called BL Lac 
objects


• the low-energy SED component is 
synchrotron emission, the high-energy 
SED component may be due to leptonic 
(inverse Compton) or hadronic processes

The Fermi blazar sequence 9

Figure 9. Comparison between the new and the original blazar sequence for all blazars. Note that the original blazar sequence considered 5 radio luminosity
bins, while the new one considers bins in the γ–ray band.

luminosity, as in the original blazar sequence (see Fig. 1). Con-
trary to the overall sequence, the γ–ray slope is almost constant, as
well as the peak frequencies of the synchrotron and the high energy
components (see Table 1). The synchrotron peak frequency νS is of
the same order of the self–absorption frequency νt and this inhibits
somewhat our ability to find a trend (i.e. if νS becomes smaller than
νt wemay not clearly notice it). The “Compton” peak frequency νC
varies slightly from 5× 1021 to 9× 1020 Hz (i.e. from ∼21 to∼4
MeV) for an increase in luminosity of 4 orders of magnitude. Albeit
small, this change can have important implications for the planning
of future missions such as e–Astrogam (e.g. De Angelis et al. 2016)
aimed to explore the energy range around 1 MeV. There are some
indications, in fact, that Fermi misses to detect the most powerful
blazars, that are instead detected by Swift/BAT (see Ghisellini et al.
2010). Since the most powerful blazars are at high redshifts, this
can be due to the K–correction, shifting the observed high energy
peak to small energies, such that the steep high energy tail beyond
the peak becomes not detectable by Fermi/LAT. But another, addi-
tional, reason is that also the rest frame peak frequency could be
indeed smaller when increasing the total luminosity.

The most notable trends for FSRQs are the sequence in Comp-
ton dominance smoothly increasing with luminosity (from 0.5 to
15), and the slope in X–rays (described for FSRQs by α3), becom-
ing harder with luminosity (from α3 = 0.75 to 0.1). This is easily
explained: since the γ–ray luminosity increases more than the syn-
chrotron one, the slope between the end of the synchrotron and the
“Compton” peak must necessarily become harder. The above prop-
erties can find an easy explanation in terms of a nearly constant
radiative cooling rate, as discussed in the next section.

BL Lac sequence — For BL Lacs there is a remarkable trend for the

entire SED, that changes by changing the bolometric luminosity.
The peak frequencies become smaller as the luminosity increases:
νS goes from∼ 1017 Hz to∼ 1012 Hz increasing Lγ by 4 orders of
magnitude. Similarly, νC decreases by more than 4 orders of mag-
nitude, with most of the change occurring around Lγ ∼ 1046 erg
s−1. This is due to the change of the γ–ray spectral index αγ , very
close to unity. Although αγ changes slightly, when it becomes a lit-
tle harder than unity it changes νC by a large amount. The Compton
dominance changes by one order of magnitude in the entire lumi-
nosity range (from∼0.3 to∼3), indicating that in BL Lacs the syn-
chrotron and the high energy components are almost equal. There
is a clear trend in the spectral index α3, as shown in Fig. 7. Due
to the large shift of νS, this index is the X–ray spectral index at
high luminosities, becoming the γ–ray spectral index at low lumi-
nosities. Overall, the trends are less pronounced than in the original
blazar sequence, especially for the αγ index, never so hard as in the
F98 paper.

Blazar sequence —When we put together all blazars, the sequence
becomes more evident, and more similar to the original one. This is
because, at high luminosities, the properties of the average SED are
dominated by FSRQs, while BL Lacs dominate the average SED at
low Lγ . To illustrate this point, Fig. 9 compares the “new” and the
“old” sequences. Bear in mind that the original sequence was con-
structed considering bins of radio luminosities, while the new one
divides blazars according to the γ–ray luminosity. The main dif-
ference concerns the Compton dominance at low luminosities, now
smaller, and the γ–ray slope, that now is barely harder than unity
at low luminosities. Another difference concerns the synchrotron
peak, changing smoothly in the old sequence, and more abruptly in
the new one, around Lγ ∼ 1045 erg s−1, as shown in Fig. 8.

c© 2012 RAS, MNRAS 000, 1–??
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radiative environment of quasar jets
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neutrinos from blazars
• neutrinos of ~PeV energy are detected 

by observatories like IceCube


• single neutrinos have been associated 
with several blazars, e.g., IC170922A 
with TXS 0506+056 (supported by an 
excess of lower-energy events in 2015)


• further associations: PKS 1502+106 
(2019), 3HSP J095507.9+35510 
(2020), etc.

Krzysztof Nalewajko (CAMK PAN, Poland, knalew@camk.edu.pl), Kathmandu, 17 May 2022

lower limit of 183 TeV, depending onlyweakly on
the assumed astrophysical energy spectrum (25).
The vast majority of neutrinos detected by

IceCube arise from cosmic-ray interactions within
Earth’s atmosphere. Although atmospheric neu-
trinos are dominant at energies below 100 TeV,
their spectrum falls steeply with energy, allowing
astrophysical neutrinos to be more easily identi-
fied at higher energies. The muon-neutrino as-

trophysical spectrum, together with simulated
data, was used to calculate the probability that a
neutrino at the observed track energy and zenith
angle in IceCube is of astrophysical origin. This
probability, the so-called signalness of the event
(14), was reported to be 56.5% (17). Although
IceCube can robustly identify astrophysical neu-
trinos at PeV energies, for individual neutrinos
at several hundred TeV, an atmospheric origin

cannot be excluded. Electromagnetic observations
are valuable to assess the possible association of
a single neutrino to an astrophysical source.
Following the alert, IceCube performed a

complete analysis of relevant data prior to
31 October 2017. Although no additional excess
of neutrinoswas found from the direction of TXS
0506+056 near the time of the alert, there are
indications at the 3s level of high-energy neutrino

The IceCube Collaboration et al., Science 361, eaat1378 (2018) 13 July 2018 2 of 8

Fig. 1. Event display for
neutrino event IceCube-
170922A. The time at which a
DOM observed a signal is
reflected in the color of the hit,
with dark blues for earliest hits
and yellow for latest. Times
shown are relative to the first
DOM hit according to the track
reconstruction, and earlier and
later times are shown with the
same colors as the first and
last times, respectively. The
total time the event took to
cross the detector is ~3000 ns.
The size of a colored sphere is
proportional to the logarithm
of the amount of light
observed at the DOM, with
larger spheres corresponding
to larger signals. The total
charge recorded is ~5800 photoelectrons. Inset is an overhead perspective view of the event. The best-fitting track direction is shown as an arrow,

consistent with a zenith angle 5:7þ0:50
"0:30 degrees below the horizon.

Fig. 2. Fermi-LATand MAGIC observations of IceCube-170922A’s
location. Sky position of IceCube-170922A in J2000 equatorial coordinates
overlaying the g-ray counts from Fermi-LAT above 1 GeV (A) and the signal
significance as observed by MAGIC (B) in this region. The tan square
indicates the position reported in the initial alert, and the green square
indicates the final best-fitting position from follow-up reconstructions (18).
Gray and red curves show the 50% and 90% neutrino containment regions,
respectively, including statistical and systematic errors. Fermi-LATdata are
shown as a photon counts map in 9.5 years of data in units of counts per

pixel, using detected photons with energy of 1 to 300 GeV in a 2° by 2°
region around TXS0506+056. The map has a pixel size of 0.02° and was
smoothed with a 0.02°-wide Gaussian kernel. MAGIC data are shown as
signal significance for g-rays above 90 GeV. Also shown are the locations of
a g-ray source observed by Fermi-LAT as given in the Fermi-LAT Third
Source Catalog (3FGL) (23) and the Third Catalog of Hard Fermi-LAT
Sources (3FHL) (24) source catalogs, including the identified positionally
coincident 3FGL object TXS 0506+056. For Fermi-LAT catalog objects,
marker sizes indicate the 95% CL positional uncertainty of the source.
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as a fitted parameter. Themodel parameters are
correlated and are expressed as a pair, (F100, g),
where F100 is the flux normalization at 100 TeV.
The time-dependent analysis uses the same for-
mulation of the likelihood but searches for
clustering in time aswell as space by introducing
an additional time profile. It is performed sep-
arately for two different generic profile shapes: a
Gaussian-shaped timewindow and a box-shaped
time window. Each analysis varies the central
time of the window, T0, and the duration TW
(from seconds to years) of the potential signal to
find the four parameters (F100, g, T0, TW) that
maximize the likelihood ratio, which is defined
as the test statistic TS. (For the Gaussian time
window, TW represents twice the standard de-
viation.) The test statistic includes a factor that
corrects for the look-elsewhere effect arising
from all of the possible time windows that could
be chosen (30).
For each analysis method (time-integrated and

time-dependent), a robust significance estimate is
obtained by performing the identical analysis on
trialswith randomizeddatasets. These areproduced
by randomizing the event times and recalculating

theRAcoordinateswithin eachdata-takingperiod.
The resultant P value is defined as the fraction of
randomized trials yieldinga valueofTSgreater than
or equal to the one obtained for the actual data.
Because the detector configuration and event

selections changed as shown in Table 1, the time-
dependent analysis is performed by operating on
each data-taking period separately. (A flare that
spans a boundary between two periods could be
partially detected in either period, but with re-
duced significance.) An additional look-elsewhere
correction then needs to be applied for a result in
an individual data segment, given by the ratio of
the total 9.5-year observation time to the obser-
vation time of that data segment (30).

Neutrinos from the direction of
TXS 0506+056

The results of the time-dependent analysis per-
formed at the coordinates of TXS 0506+056 are
shown in Fig. 1 for each of the six data periods.
One of the data periods, IC86b from2012 to 2015,
contains a significant excess, which is identified
by both time-window shapes. The excess consists
of 13 ± 5 events above the expectation from the
atmospheric background. The significancedepends
on the energies of the events, their proximity to
the coordinates of TXS 0506+056, and their
clustering in time. This is illustrated in Fig. 2,
which shows the time-independent weight of
individual events in the likelihood analysis during
the IC86b data period.
The Gaussian time window is centered at 13

December 2014 [modified Julianday (MJD) 57004]
with an uncertainty of ±21 days and a duration
TW = 110þ35

"24 days. The best-fitting parameters for
the fluence J100 = ∫F100(t)dt and the spectral
index are givenbyE2J100=2:1þ0:9

"0:7 # 10"4 TeVcm–2

at 100 TeV and g = 2.1 ± 0.2, respectively. The
joint uncertainty on these parameters is shown
in Fig. 3 along with a skymap showing the result
of the time-dependent analysis performed at the
location of TXS 0506+056 and in its vicinity
during the IC86b data period.
The box-shaped time window is centered

13 days later with duration TW = 158 days (from
MJD 56937.81 to MJD 57096.21, inclusive of

contributing events at boundary times). For the
box-shaped time window, the uncertainties are
discontinuous and not well defined, but the un-
certainties for the Gaussian window show that it
is consistent with the box-shaped time window
fit. Despite the different window shapes, which
lead to different weightings of the events as a
function of time, bothwindows identify the same
time interval as significant. For the box-shaped
time window, the best-fitting parameters are sim-
ilar to those of the Gaussianwindow, with fluence
at 100 TeV and spectral index given by E2J100 =
2:2þ1:0

"0:8 # 10"4 TeV cm–2 and g = 2.2 ± 0.2. This
fluence corresponds to an average flux over
158 days of F100 = 1:6þ0:7

"0:6 # 10"15 TeV–1 cm–2 s–1.
Whenwe estimate the significance of the time-

dependent result by performing the analysis at
the coordinates of TXS 0506+056 on randomized
datasets, we allow in each trial a new fit for all
the parameters: F100, g, T0, TW. We find that the
fraction of randomized trials that result in a more
significant excess than the real data is 7 × 10–5 for
the box-shaped time window and 3 × 10–5 for the
Gaussian time window. This fraction, once cor-
rected for the ratio of the total observation time
to the IC86b observation time (9.5 years/3 years),
results in P values of 2 × 10–4 and 10–4, respec-
tively, corresponding to 3.5s and 3.7s. Because
there is no a priori reason to prefer one of the
generic timewindows over the other, we take the
more significant one and include a trial factor of
2 for the final significance, which is then 3.5s.
Outside the 2012–2015 time period, the next

most significant excess is found using the Gauss-
ian window in 2017 and includes the IceCube-
170922A event. This time window is centered
at 22 September 2017 with duration TW = 19 days,
g = 1.7 ± 0.6, and fluence E2J100 = 0:2þ0:4

"0:2 # 10"4

TeV cm–2 at 100 TeV. No other event besides the
IceCube-170922A event contributes significantly
to the best fit. As a consequence, the uncertainty
on the best-fitting window location and width
spans the entire IC86c period, because any win-
dow containing IceCube-170922A yields a similar
value of the test statistic. Following the trial cor-
rectionprocedure for different observationperiods
as described above, the significance of this excess
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Table 1. IceCube neutrino data samples.
Six data-taking periods make up the full
9.5-year data sample. Sample numbers
correspond to the number of detector
strings that were operational. During the
first three periods, the detector was still
under construction. The last three periods
correspond to different data-taking
conditions and/or event selections with the
full 86-string detector.

Sample Start End

IC40 5 April 2008 20 May 2009
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ..

IC59 20 May 2009 31 May 2010
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ..

IC79 31 May 2010 13 May 2011
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ..

IC86a 13 May 2011 16 May 2012
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ..

IC86b 16 May 2012 18 May 2015
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ..

IC86c 18 May 2015 31 October 2017
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ..

Fig. 1. Time-dependent analysis results. The orange curve corresponds
to the analysis using the Gaussian-shaped time profile. The central time T0

and width TW are plotted for the most significant excess found in each
period, with the P value of that result indicated by the height of the peak.
The blue curve corresponds to the analysis using the box-shaped time
profile. The curve traces the outer edge of the superposition of the best-

fitting time windows (durations TW) over all times T0, with the height
indicating the significance of that window. In each period, the most
significant time window forms a plateau, shaded in blue. The large blue
band centered near 2015 represents the best-fitting 158-day time window
found using the box-shaped time profile. The vertical dotted line in IC86c
indicates the time of the IceCube-170922A event.
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hadronic radiative processes

• protons may be accelerated to 
ultra-high energies (up to  ) 
in AGN jets


• ~PeV protons may produce ~TeV 
photons through photo-mesonic 
cascades (pions, neutrinos, etc.) or 
in the proton synchrotron process


• hadronic processes are generally 
less efficient than leptonic 
processes (Sikora et al. 2009), often 
requiring super-Eddington jet 
powers (Zdziarski & Böttcher 2015)

1020 eV

Krzysztof Nalewajko (CAMK PAN, Poland, knalew@camk.edu.pl), Kathmandu, 17 May 2022

Modeling the γ and ν emission of TXS 0506+056 L15

Figure 1. Modelling of TXS 0506+056 for the proton synchrotron (a) and
leptohadronic (b) scenarios. Black points are data from IceCube Collabo-
ration et al. (2018b), while grey points are archival data. For each model,
bold lines represent the total emission in photons (E < 100 TeV) and neu-
trinos (single flavour, E > 100 TeV); dashed lines the emission from pion
cascades; dotted lines the emission from Bethe–Heitler cascades; dotted-
dashed lines the proton–synchrotron emission. Colours from red to blue
represent increasing values of R.

the lepton population is not completely cooled. To ease the study
of the parameter space, we limit our solutions to the case where
γe,break ≥ γe,max . Given that acceptable solutions are found for η =
10, we also do not explore different values for this parameter. We
scanned the following parameter space: δ ∈ [20, 50], with seven
bins linearly spaced; R ∈ [1015 cm, Rmax], with ten bins logarith-
mically spaced; νpeak,p ∈ [1.5 × 10−8νmax, 1.5 × 10−5νmax] with ten
bins logarithmically spaced; Kp ∈ [K%/3, 3K%], with five bins loga-
rithmically spaced. In total we produce 3500 different leptohadronic
models. Good solutions are found in a small region of parameter
space with B = 0.1–0.7 G and R = 2 × 1015–1.5 × 1016 cm for δ =
30–50.

Solutions with lower δ, down to δ = 20, can be found when allow-
ing for a detectable cooling break in the primary electron spectrum.
Such solutions also provide a better representation of the optical
data. However, for the automated parameter scan to be applicable
to the mixed leptohadronic scenario, we have restricted this study
to cases of uncooled electron distributions, while verifying that
there is no significant impact on the modelling of the high-energy
spectrum and the resulting ranges of jet power and neutrino fluxes.

In all solutions, the SSC emission is largely dominating the high-
energy peak, while the lower but flatter cascade emission spectrum
is responsible for most of the hard X-rays and VHE γ-rays. The
jet power is smallest for intermediate δ, large B, and small R. The
minimum value is 3.5 × 1047 erg s−1, about 40 times larger than the
minimum found for proton–synchrotron solutions. A denser proton
population is needed to compensate for the weaker B. Values of
up/uB % 104–106 are inferred, indicating the energetics to be far out
of equipartition.

The neutrino spectra in the leptohadronic solutions are shown
in Fig. 1(b). The flux level is higher than in proton–synchrotron
scenarios, and the spectrum peaks at lower energies, typically below
1018 eV. The estimated neutrino detection rate is between 0.1 and
3.0 yr−1 for the parameter space we studied, but it should be noted
that there is no actual lower limit to this rate in the leptohadronic
scenario, if one allows for a subdominant contribution of the cascade
component to the hard X-ray band.

The highest neutrino rates correspond to solutions with the high-
est total kinetic energy in protons (∝

∼
upR3) and intermediate jet

power. Detection rates of more than 0.5 yr−1 can be attained even
with a jet power close to the minimum value. When restricting the
estimate to the (0.183–4.3) PeV band, the detection rate is 0.008–
0.11 yr−1. For the solution that provides the highest neutrino rate,
the Poisson probability for detecting one νµ with the energy mea-
sured by IceCube during the high-state is 5.2 per cent, while the
probability for not detecting any events outside of the reconstructed
energy interval is 5.5 per cent. The neutrino rates obtained with the
PS effective area are much higher (0.3–6.9 yr−1). Even when lim-
iting the energy band to energies higher than 4.3 PeV, the expected
rates remain 0.2–6.4 yr−1, indicating that these solutions predict
multi-PeV neutrinos in addition to IceCube 170922A. The Poisson
probability of detecting no neutrinos outside the energy range are
between 4 and 88 per cent: the solutions with the highest EHE rates
may thus face difficulties in explaining why only one neutrino was
seen with IceCube. It is important to recall here that this conclusion
does depend on the assumption that γp,max is linked to the accel-
eration time-scale with η = 10. By relaxing this hypothesis, the
neutrino spectra can peak at lower energies, lowering the expected
rates.

Gao et al. (2018) also presented single-zone leptohadronic so-
lutions, finding neutrino rates lower than our values. This may be
due to different approaches in constraining the parameter space:
while we kept γp,max as a free parameter (although linked to B and
R via the balance of acceleration and cooling time-scales), they
searched for solutions for two fixed values of γp,max = 4.8 × 106

and 7.5 × 1010, which are, respectively, much lower and higher than
in our solutions.

3 D ISCUSSION

The probability of detecting a muon neutrino with energy inside
the reported 90 per cent confidence interval of IC-170922A during
the six-month high state of the TXS 0506+056 is sufficiently high
for the leptohadronic scenario, but only marginal (8.5 × 10−4 at
most) for the proton–synchrotron case. It should be noted, however,
that the uncertainty on the energy of IC-170922A is large, and
probabilities for detecting a neutrino increase rapidly when allowing
for higher upper limits on the neutrino energy, due to the steeply
increasing neutrino fluxes with energy expected in both scenarios.

The available data set is very constraining for one-zone models,
thanks to the good multiwavelength coverage from the optical to

MNRASL 483, L12–L16 (2019)
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(7) plasma composition
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electron-positron pairs

• electron-positron pairs may be 
abundant in relativistic jets, 
~20 leptons per proton 
(Sikora et al. 2020) 
(cf. the talk of R. Anantua)


• evidence: energetics of radio 
lobes, pc-scale jet powers 
(modeling blazar SEDs, radio 
core shifts)


• however, no pairs inferred by, 
e.g.,  Ghisellini et al. (2014)

Krzysztof Nalewajko (CAMK PAN, Poland, knalew@camk.edu.pl), Kathmandu, 17 May 2022

3510 P. Pjanka, A. A. Zdziarski and M. Sikora

Figure 2. The comparison of bulk Lorentz factors calculated using the
fitting method of G14 with those based on the apparent velocities from
Lister et al. (2009) for the samples of Arshakian et al. (2012) and Z14.

the systematic differences seen in Figs 1(b–c). An answer to the
question which of the accretion luminosity estimators is more robust
requires analyses beyond the scope of this paper. However, the
aforementioned systematic differences need to be borne in mind
during analysis of the jet production efficiencies.

Both our sample of Arshakian et al. (2012) and Z14 use the
maximal apparent velocities reported in Lister et al. (2009), so the
relation of !app to !G

fit is similar in both those cases, see Fig. 2.
However, we find that the Lorentz factors resulting from apparent
motions are higher on average than those from blazar-model fitting.
Namely, we find !app > !fit for 12/19 and 13/19 in the samples
of Arshakian et al. (2012) and Z14, respectively. On average, the
values of !app are higher than of !fit by !4. We discuss this issue
in Section 5.

We then compare the jet power estimations, see Fig. 3 and
Table 3. Those numbers bear substantial uncertainties following,
among other, from the uncertainties of the model parameters, see

Figure 3. The comparison of jet powers calculated using different methods and cross-matched samples, as specified below the panels. The numbers in
parentheses give the number of sources in each sample.

MNRAS 465, 3506–3514 (2017)
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100 kpc-scale jet power a small 
fraction of the pc-scale jet power:

- intermittency at pc scales;

- abundant pairs at pc scales, 
radiating their energy by kpc scales.

Prl ∼ Pcs/10



(8) origin of matter
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loading with pairs
• photon-photon pair production from soft 

gamma-ray (~MeV) emission of accretion 
disk coronae; efficiency uncertain due to 
poor data on MeV spectra of AGN 
(Sikora et al. 2020)


• or pair production by  GeV gamma rays 
produced in the inner jet interacting with 
low-energy radiation 
(Blandford & Levinson 1995)


• or cascades produced by particles 
accelerated in magnetospheric gaps 
(Broderick & Tchekhovskoy 2015)


• volumetric process providing uniform 
particle density (KN 2016)

≳
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X-ray/gamma-ray spectrum ofSeyfert Is 649 

Figure 2. Comparison of the estimates of the average spectrum of RQ Seyfert Is obtained with various instruments. The solid-line data are from EXOSAT and 
OSSE. The solid and dashed curves are the best-fitting models for the EXOSATIOSSE and Gmgö/OSSE samples, respectively. Note that the two curves have the 
actual normalizations from the fits. The agreement between the two spectra confirms that the X-ray variability of the AGNs is indeed fully compensated by the 
sizes of the samples. The dotted symbols represent the average HEAO-1 A1 and A4 spectrum, which is in agreement with the Ginga/EXOSAT/OSSE spectrum. 
The thick-line upper limits are for combined emission of all Seyfert galaxies observed by COMPTEE (Maisack et al. 1995). 

extrapolation of the a = 0.9 power law without a break up to 100 
MeV, at which energy the extrapolated power-law spectrum would 
be a factor of ~5 above the upper limit. Thus the EGRET results 
provide a confirmation of the existence of a high-energy spectral 
break in Seyferts, independent of the OSSE results. 

5 PHYSICAL PROCESSES IN SEYFERTS 
5.1 Thermal models 
Exponentially cut off power laws (used here to fit the average 
Seyfert 1 spectrum) can be used to approximate spectra due to 
Comptonization in thermal, optically thin, mildly relativistic 
plasmas (e.g., Z94). The parameters, a and Ec, can be related to 
the Thomson optical depth, r, and temperature, T. For Ec = 400 
keV, which fits both our average spectra and IC 4329A, Z94 find 
Ec — \.6kT (implying kT — 260 keV). Z94 also provide an expres- 
sion for a(r, kT) in a slab geometry, which yields r — 0.1 for 
a = 0.95, Ec = 400. Thus optically thin, mildly relativistic plas- 
mas can explain the observed spectra of Seyfert Is. The large 
values of Ec obtained here rule out models with Comptonization in 
optically thick plasmas (Sunyaev & Titarchuk 1980), used in the 
past to fit Seyfert 1 spectra (e.g., Miyoshi et al. 1988). We stress, 
however, that we have not fitted here Comptonization spectra with 
r < 1 to the data, but instead used an e-folded power law. The latter 
becomes a poor approximation to the former at r comparable to 
unity. 

Haardt & Maraschi (1993) have proposed that the hot plasma in 
Seyferts forms a corona above the surface of an accretion disc, and 
that most of the energy dissipation occurs in the corona. Then the 
plasma temperature can be determined from the disc-corona 
energy balance, which makes the model more self-consistent. The 
disc-corona model also accounts for the Compton reflection 
spectral components in the spectra of RQ Seyfert Is. Z94 
found that the best-fitting parameters of the X7 spectrum of IC 
4329A satisfy that energy balance, i.e., the hard corona emission 

© 1996 RAS, MNRAS 282, 646-652 

reprocessed by the disc self-consistently provides the seed of soft 
photons (in the E1V range) for Compton upscattering into the hard 
spectrum. 

Those results have recently been confirmed by a more sophisti- 
cated treatment of the radiative transfer in Stem et al. (1995; 
hereafter S95). We apply their results on homogeneous slab 
coronae to our average spectrum of RQ Seyfert Is. The spectrum 
has a — 0.9 and the overall 2-18 keV spectral index a2-n ~ O-7 

(including the reflection component). For that a2-\8 and assuming a 
pure e* corona, S95 obtain r — 0.05 and kT — 330 keV (roughly 
corresponding to Ec ^ 500 keV) in agreement with Ec obtained 
from our fits (see Table 1). This agreement supports the dissipative 
corona model of Haardt & Maraschi (1993). 

On the other hand, Haardt, Maraschi & Ghisellini (1994) point 
out that, since the UV fluxes in many Seyfert Is are much larger 
than the X-ray fluxes (Walter & Fink 1993), the model of Haardt & 
Maraschi (1993), with most of the dissipation occurring in the 
corona, is ruled out. In that model, the UV emission is due to 
reprocessing of the X7 emission directed towards the cold disc, and 
values of EFe in the UV and in X-rays are expected to be of the 
same order of magnitude. In contrast, EFe(\315 A)/EFE(2keV) 
[from the best-fitting values in Walter & Fink (1993)] for our RQ 
sample equals 0.8, 36, 0.2, 4.2, 19, 17, and 12 for MCG 8-11-11, 
NGC 3783, MCG -6-30-15, NGC 5548, ESO 141-G55, NGC 7469, 
and Mrk 509, respectively. We see that the ratio is > 10 for four 
objects. These large ratios can be explained if the corona is patchy 
rather than homogeneous and the corona dissipation dominates the 
disc dissipation only in the vicinity of an active region (a ‘patch’), 
not globally (Haardt et al. 1994). 

We also point out that a pure pair corona would not form a thin 
slab above the disc surface (which was assumed by Haardt & 
Maraschi 1993). Hydrostatic equilibrium implies Hc/Rd = (2rS)m 

for a pure pair, gas-pressure-dominated, corona, where Hc is the 
corona scaleheight, Rd is the disc radius, r = Rdc2/(2GM), and 
0 = kT/(mec2). Thus Hc/Rd ^ 1 for 0r ^ 1 and the assumption of 
a slab geometry breaks down. 

© Royal Astronomical Society • Provided by the NASA Astrophysics Data System 
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Figure 1. Solution immediately before the explosion (t = 0.24 s). Left-hand panel: the baryonic rest mass density, log10 ρ, in g cm−3 and the magnetic field
lines. Middle panel: the ratio of gas and magnetic pressures, log10 P/Pm, and velocity direction vectors. Right-hand panel: the ratio of azimuthal and poloidal
magnetic field strengths, log10 Bφ /Bp and the magnetic field lines.

Figure 2. Solution on different scales at t = 0.45 s. The colour images show the baryonic rest mass density, log10 ρ in g cm−3; the contours show the magnetic
field lines and the arrows show the velocity field.

magnetic field, Bφ , exceeds the poloidal one, Bp, by two or three
orders of magnitude. In contrast, in the funnel Bφ /Bp ! 1, reach-
ing unity only near the funnel walls. In fact, the poloidal field in
the funnel exceeds that in the disc and corona by 1–2 orders of
magnitude. This is in contrast to the conclusion made by Ghosh &
Abramowicz (1997) and Livio, Ogilvie & Pringle (1999), namely
that the poloidal field threading the BH horizon should be of the
same order as the poloidal field in the inner parts of the disc. Their
main argument, that both fields are produced by the same azimuthal
current flowing in the disc, misses the fact that additional currents
may flow in the magnetosphere and over the disc/funnel surface and
support the magnetic field inside the funnel in the manner similar
to solenoid. In our case, the poloidal field threading the BH is the
original field of the progenitor that has been accumulated during the
initial phase of free infall.

The left-hand panel of Fig. 4 shows the baryonic mass flux as a
function of spherical radius. One can see that it reduces from the

free-fall value Ṁ " −0.5 M# s−1 down to Ṁ " −0.06 M# s−1

at the event horizon. Between r " 60rg and 2500rg, this reduction
reflects the effect of the bow shock driven into the star by the jets.
The sharp reduction at r " 60rg corresponds to the position of the
accretion shock and marks the transition from approximate free-fall
to the centrifugally supported disc.

The middle panel of Fig. 4 shows the integral energy fluxes of
the jets as functions of spherical radius. To be more precise, the
integration is carried out over the whole sphere but the contribution
from areas with the baryonic rest mass density ρ > 108 g cm−3 is
excluded. We have verified that the bulk contribution to the fluxes
computed in this way comes from the jets. The baryonic rest mass
flux, ρur radial component of four-velocity, is excluded from the
total and the matter energy fluxes, that is these fluxes are computed
via

Ė = −2π

∫

S

(T r
t + ρur )

√
γ dθ, (2)

C© 2008 The Authors. Journal compilation C© 2008 RAS, MNRAS 385, L28–L32
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loading with protons

• protons must be 
advected from the jet 
environment


• proton loading may 
proceed through 
instabilities, e.g., 
interchange (magnetic 
Rayleigh-Taylor)


• filamentary loading may 
lead to highly non-uniform 
particle density (KN 2016) 
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AGN jet acceleration 5

Figure 4. The disc in model B10 launches opposing jets with field lines an-
chored in the black hole event horizon as well as the disc. Mixing between
the jet and the disc-wind mass-loads the jet over time via eddies generated
from the wind-jet interaction. We show vertical slices though the density
(see the colour bar) at an early time (left panel) and at late time (right panel).
Pinch instabilities, in the form of finger-like projections, significantly con-
tribute to mass-loading and plays a vital role in determining jet dynamics.
In order to gauge the influence of pinching on the jet, we extract useful in-
formation about energetics along a field line (indicated by the pink line) in
both jets as shown in Fig. 5.

the disc via the MRI and therefore, it is important for simulations to
properly resolve the MRI turbulence. To quantify this, we calculate
the quality factors Q

r,✓, where Q
i = h2⇡vi

A
/(�i⌦)iw measures the

number of cells per MRI wavelength in direction i =[r, ✓], where
vi

A
is the Alfvén velocity, �i the cell size, ⌦ the angular velocity of

the fluid. Q
i is averaged over the inner disc (r < 50rg) and weighted

by w =
p

b2⇢. We achieve Q
✓ ⇠ 14 (Table 1) at t = 2 ⇥ 104

tg, ful-
filling the numerical convergence criteria (see e.g., Hawley et al.
2011). Q values decrease over time as expected for axisymmetric
systems (Cowling 1934), but since we focus on the physics of the
jet, it is not a significant concern that we do not resolve the MRI
well in the disc at late times.

Initially, the jet expands as if there were no confinement (i.e.,
ballistically) until its ram pressure drops below the confining pres-
sure of the disc-wind, which snaps back on the jet. Figure 4 shows
that this unstable interaction between the disc-wind and the jet
leads to oscillations of the jet-wind interface: that we refer to as
pinches. The pinches also give rise to small scale eddies that mass-
load the jet at late times2 (see Sec. 6.4 for a more detailed discus-
sion). Interestingly, even at an early time, the jet on one side of
the disc shows qualitative di↵erences in behaviour compared to the
other jet. Namely, the upper jet (z > 0 in Fig. 4) is strongly a↵ected
by the interface instabilities, while the lower jet (z < 0 in Fig. 4)
remains much more stable.

To understand how the oscillating interface a↵ects jet dynam-
ics, we look at how the jet evolves along a field line, which we
define as a surface of constant enclosed poloidal magnetic flux,

2 Movie showing magnetised jet formation of model B10:
https://youtu.be/4MeLZZPYsfc

Figure 5. Magnetised jets accelerate by converting Poynting and thermal
energy into kinetic energy: Lorentz factor � increases at the expense of
decreasing magnetisation � and specific enthalpy h, while maintaining a
near constant specific total energy flux µ. We show the radial profile of
these quantities along a field line with a foot-point half-opening angle
✓ j,H = 0.44 rad (Fig. 4, pink) for both the upper (Fig. 4, z > 0) and lower
(Fig. 4, z < 0) jets (solid and dash-dotted lines, respectively) of model B10
at t = 2 ⇥ 105

tg. The two jets do not have the same acceleration profile, as
the upper jet is a↵ected by strong pinches, which lead to gas moving across
the field lines in a non-uniform way and contributes to mass-loading the
jet. The added inertia in the jet causes a drop in the Lorentz factor and a
rise in the specific enthalpy. We radially average the plotted quantities over
�r = 0.01r.

�(r, ✓) =
R ✓

0 BpdA✓�, where Bp is the poloidal field strength. We
choose a field line whose foot-point makes an angle of ✓ j,H =

0.44 rad with the black hole spin axis at the event horizon. This
makes up about 40% of the jet’s half-opening angle ✓jet. Figure 5
shows the evolution of various quantities along our chosen field
line at t = 2 ⇥ 105

tg, a long enough time for the jet to establish a
quasi-steady state solution out to 105

rg. First, we consider the total
specific energy µ, which is the maximum Lorentz factor a jet could
attain if it converted all forms of energy into kinetic energy, and
equals the ratio of the total energy flux, FE, and the rest-mass flux,
FM,

µ =
FE

FM
=

(⇢ + ug + pg + b
2)ur

ut � b
r
bt

�⇢ur
, (3)

where ⇢ is gas density, ug is internal energy density, pg = (��1)ug is
gas pressure, b

µ and u
µ are the magnetic and velocity four-vectors

respectively. Figure 5 shows that the radial profile of µ stays ap-
proximately constant for both jets, with small oscillations due to
the lateral movement of gas in response to the jet pushing against
the confining pressure of the disc-wind (Lyubarsky 2009; Komis-
sarov et al. 2015). The flip in the sign of µ around 8rg is caused by
the presence of a stagnation surface (see Sec. 2.2), where u

r = 0
and thus µ ! 1. Downstream of the stagnation surface, the floor
values (see Sec. 2.2) set the value of µ. To quantify the conversion
e�ciency of magnetic to kinetic energy, we calculate the ratio of
the Poynting flux, FEM, to the mass energy flux, FK, called mag-
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thank you

1. Relativistic jets are most likely launched from spinning black holes with poloidal magnetic flux in the 
Blandford-Znajek mechanism. 

2. Jets are accelerated to relativistic speeds by pressure of toroidal magnetic fields, converting initially 
relativistic magnetization. Acceleration distance scale can be reduced to  due to jet collimation by 
external pressure. 

3. Jets are remarkably stable globally to kpc scales, yet the can be unstable locally to current- and 
pressure-driven modes. 

4. Energy dissipation may proceed by collisionless shocks in matter-dominated regions or by magnetic 
reconnection in magnetically dominated regions, most likely involving turbulence. 

5. Particle acceleration mechanism is closely related to the dissipation process, if limited by radiative 
cooling, it is a rather slow process (energy diffusion or second-order Fermi). 

6. Radiative processes are still debated for the high-energy emission. Leptonic processes (inverse Compton 
scattering of synchrotron or external radiation) are favored due to lower energetic requirements. 
Hadronic processes (photo-mesonic cascades or proton synchrotron) are now motivated by associations 
of PeV neutrinos with a few blazars. 

7. Jet plasma is most likely composed of protons and electron-positron pairs, with  . 

8. The magnetized jets must be loaded by matter. Leptonic pairs can be seeded across the jets by external 
soft gamma rays. Protons must be introduced by contact instabilities (e.g., interchange).

∼ 103Rg

ne /np ∼ 20
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